SAX/GS/IFCTR/TN-004

CNR SAX Issue 1.0 IFCTR
Date: 22-05-91
page 1

Distribution of software
in academic and resear ch network:
overview of recent trends

An unsolicited note

prepared by:
L .Chiappetti, IFCTR

23 May 1991

For distribution to:

SAX GSWG: all members
ASl SAX GS Project Manager
Telespazio (viaASl)

SAX DAWG coordinator

Table of content

1. Purpose of this note 2
Internet is spreading 2
linltaly 3
2 in USA 3
3 in Europe 4
4 in the SCS 4
Ml ano area 4
Bol ogna area 5
Rone- Frascati area 5
Pal erno area 6
Ut recht 6
SSD ESTEC 6
3. Tools for software distribution over the network
6
3.1 logical overview 6




SAX/GS/IFCTR/TN-004

CNR SAX Issue 1.0 IFCTR

Date: 22-05-91
page 2

3.2 practical inplenmentations
LI STSERV
renote copy of single files
renote copy of backup save sets
anonynous ftp
anonynous ftp of (conpressed) tar files
application to non-Unix systens

4. Concl usive reconmendati ons

10

O © 00 00 0 0o




SAX/GS/IFCTR/TN-004

CNR SAX Issue 1.0 IFCTR

Date: 22-05-91
page 3

1. Purpose of this note

Situation in academc and research network s
subject to rapid evolution. A previous technical
note (Academ c and research networks. An overview.
June 1989. SAX/GS/I FCTR/ TN-001; hereafter TN-001)
gave a conprehensive description valid at the tine
it was witten.

However since then, things have changed in the
world and in Italy. Mre than re-issuing the
original note, it has been felt useful to provide
an overview of the mmjor changes (essentially due
to the large diffusion of the Internet), at the
sanme tinme focussing on the tools comonly used for
di stribution of I nformation (public domai n
software, docunentation, data etc.). In particular
the latter point is felt relevant in the SAX
context in view of the Mssion Support functions
attributed to t he SDC (distribution of
docunentation, software, calibration data etc. to
t he general observer community).

2. Internet is spreading

One of the nore striking facts of the evolution of
acadenmic networks in the recent period is the fact
that the |Internet, and the suite of Internet
protocols, is rapidly spreading in the research
envi ronnment .

Internet was described in section 2.2 of TN-001 and
we would not recall here any technical detail. The
main Internet network services (sonetines called
ARPA services) are telnet (renote login), ftp (file
transfer), sntp (mail). DNS (the Domain Nane
Service) shall not be forgotten. These high |evel
| ayers rest upon a suite of |ow |level protocols,
broadl y known as TCP-1P.

TCP-1P and ARPA services are native on Unix
systens; however they were originally designed for
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interoperability anong machi nes of di fferent
vendors, and this is actually their mjor strength,
and the reason for their wdespread and rapid
di f fusi on.

One may incidentally note that also Unix systens
(fostered by the RISC hardware platforns, and by
their relatively low cost) are beconmng nore and
nore w despread: this is a further boost for the
diffusion of the Internet.

Anmong the other reasons which may be at the ground
of nore and nore people noving to the Internet, one
has facts |ike:

° Internet is providing a wider suite of services
w.r.t. a network |ike Bitnet.

° Internet connections are generally faster (in
terns of bit rate) than Decnet connecti ons.

2.1in ltaly

The nunber of Internet connections and sites in
Italy is increasing. Myjor conputer centres (CNUCE
CI NECA, CILEA) have now a nunber of Internet nodes.
Internet is one of the protocols running on the
hi gh speed national backbone funded by the GARR
(G uppo Arnonizzazione Reti Ricerca). It is also
strongly supported by CNR (for instance telnet is
now replacing the IBM PVM "passthru" protocol as
the principal nmean of renote login; CNRIT is a
noati onwi de domain, wth |ocal subdomains Iike
M.CNR IT, BOCNRIT, CNUCE.CNR IT etc.).

A top domain .IT is officially defined; all sites
having network connections in Italy (including
those in Bitnet or Decnet) should have a valid
dormai n address by which they can be reached through
a suitable gateway. (In fact for Bitnet nodes it is
largely transparent to the user whether nai
travels over Bitnet or Internet stretches of the
net wor k) .

It is true however that, while Internet is faster

* Note that interoperability does not nmean
portability, nor does it inply transparent access
to services under a conmon interface.
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then Decnet and offering nore services than Bitnet,
it requires a larger effort to be managed
(particularly in the setting up of nane servers),
and that there is a certain lack of nanpower in
this area.

For nore details, a good contact is A Blasco Bonito
of CNUCE (blasco@nuce.cnr.it), responsible of the
CNR departnent for Network Infrastructures for
Research. A mailing list (TCP-1TA@CNUCEVM is set
up to discuss Internet problens in Italy at the
Pi sa LI STSERV.

2.2in USA

Internet is now definitely the largest network in
the USA even in the academ c environnent (note that
US Internet supports also non-research governnent,
mlitary and conmercial organizations).

More and nore sites and persons, even in the
astronom cal community, are noving from Decnet to
Internet. In fact NASA itself has now officially
di sbanded SPAN (the NASA-supported Decnet), and is
strongly supporting NSN (the NASA Science Internet).

It has to be noted that the exact details of what
this "disbandnment" neans are not known. Previous

Decnet nodes are still operating, and the overall
Decnet nanmed ESNET (nerge of SPAN and HEPNET) is
still active. It is expected that nore details be

known at the Joint SPANESIS Users' Meeting (which
w Il take place in Cctober 91 in ESRIN).

It is also notable the large diffusion of ftp
anonynous servers as a way to distribute public
domain software. Major US astronomical sites (like
NQAQG, t he Nat i onal Opt i cal Ast ronomi cal
bservatories, and STScl, the Space Tel escope
Science Institute) have adopted this nean for the
di ssem nati on of software, docunentation and dat a.

2.3in Europe

The situation in Europe is less clear. Sone areas
(like e.g. Scandinavia and Gernany) have clearly
nmoved to the Internet. Al nost al | countries
(including Holland and France) have officially
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defined a top national domain (.DE, .NL, .FR), and
a majority of Bitnet and Decnet nodes can also be
reached using Internet-style domain addresses (even
if they may not be full-fledged |Internet nodes).

Concerning ESA, it is still supporting two main
channels (Bitnet for internal mil exchange using
I BM PROFS, and SPAN for conmunication wth the
scientific community and support of projects Ilike
ESIS). There are however runours of novenent to
Internet. Here too it is expected that nore details
be known at the announced Joint SPANESIS Users'
Meet i ng.

2.4 in the SCS

W Dbriefly summarize here the current networking
connections (with enphasis on, but not limted to,
Internet links) of SAX sites, as they are known to
t he aut hor.

Milanoarea

The VAX 8250 of IFCTR is connected to a LAN
extending (via Trans-LAN bridge) to various OCNR
sites (Area della Ricerca), and including a nunber
of Unix workstations in the Institute. This LAN
offers the possibility to exit to Decnet (via a
router at SIAM connected to CILEA) and to Internet
(using the SIAM I BMB090, also Bitnet node |IM SIAM
as gateway; again the connection is thru CILEA to
t he national high speed backbone).

The VAX is the only nmachine publicly known to
Decnet (node  nunber 38. 698), while one Sun
workstation and sone PCs have Decnet "hidden"
nunbers. Al workstations, the VAX, and sonme PCs
have valid Internet nunbers (192.65.131.nn, wth a
reserve of 20 nunbers for IFCTR), and a name in
M.CNR IT.

Internet protocols are wdely wused for |ocal
connections (anong workstations and with VAX), and
for renote connections (nmore than 40 Moyte of
software has recently been downloaded in a very
satisfactory way fromthe USA).

Internet usage anong Unix workstations (including
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usage of the NS, or "yellow pages”, to handle the
necessary databases in a joint way) is very
satisfactory. Some problens in the Internet

connectivity of the VAX are due to the fact that
the Digital TCP-1P emulator (UCX) inplenments only a
subset of the functions. For this reason for
I nstance the VAX needs two donmain nanes, one used
for telnet and ftp, and the other one for routing
mail thru a gateway. The gateway is currenlly
| ocated at CNUCE (using PMDF), but installation of
PMDF is due on a VM5 nachine at SIAM (a non-Digital

TCP-1P enmul at or, TGV Mul ti net, officially
recommended by CNR, will be used). This machine is
also planned to run DNS. Wwen this wll Dbe
i npl enented, a nunber of subdonmains will be set up
on Institute basis (this way all nodes at |FCIR
will have nanmes like: host.ifctr.m.cnr.it).

Bolognaarea

The situation at ITESRE is simlar to the one
described for MIlano. Machines are connected into
an extended LAN managed by the Area della Ricerca
jointly anong CNR Institutes.

The nunber of publicly known Decnet nodes is
however larger, including nore clusters with VAX
8250, McroVax and Vaxstations. A nunber of Unix
(including Utrix) workstations are also connected
to the LAN. The wde-area Decnet and |Internet
connections share the sanme line, using a nmulti-
protocol Cl SCO router.

Most machines have Internet nunbers and nanes
assigned to them in the .bo.cnr.it subdomain (it
has to be noted that the nmail gateway for this
subdonmain is currently at CNUCE too).

As far as the author knows, the situation of
connectivity is also quite satisfactory, wth
simlar problens concerning the TCP-IP enul ation on
VAX.

Romefrascatiarea
| AS Frascati has a nunber of Decnet nodes

(including the VAX 8250) and an |IBM nmainfrane
connect ed to Bi t net . The w de ar ea Decnet
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connections are ensured by a router to INFN, but
are quite unstable. The situation of Internet

connectivity is unknown to the author.

|CA Ronme is Decnet node ASTROM The situation of
I nternet connectivity is unknown to the author.

Palermoarea

| FCAI Palermo has a nunber of Decnet nodes
(i ncluding the VAX 8250), connected via a router to
CERE. The situation of Internet connectivity is
unknown to the author (it however known that other
I nternet nodes exist in Pal erno).

Utrecht

An Internet domain sron.ruu.nl is defined, and this
form of addressing has now replaced the previous
Bitnet connection. It has to be noted that the nmain
machine at SRU is a Data General, which provides
TCP-1P emulation in a slightly unusual way.

The situation of Decnet connectivity is unknown to
t he aut hor.

SSDESTEC

SSD has access to all network services on the ESTEC
LAN (including an |IBM mainfrane). The main protocol
used is Decnet, particularly on the EXOSAT VAX
cluster.

The situation of Internet connectivity is unknown
to the author.

3. Tools for software distribution over the network

W give here first a logical overview of the ways
to distribute software packages (but also related
docunentation, or <calibration datasets), followed
by the description of sone working exanpl es.

3.1 logical overview

One may consider the follow ng requirenents for the
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distribution of software (prograns, docunentation,
data):

a) occasional distribution of one or a few (snall)
files

b) distribution of mjor releases of a Ilarge
software package. This will be distributed in bul k
possibly in conpressed form and wll need sone
installation procedure at the receiving site. This
distribution will occur either once (to give the
receiving site the whole package) or seldom
(once/tw ce per year typically).

c) distribution of wupdates. This my occur as a
maj or rel ease (see above) in bulk, or otherw se the
user may want to retrieve updates to individua
nodul es only (possibly after having been notified
of a change).

One may consider the followng procedures to
I mpl enent the above requirenents:

a) using e-nmail. An hunman agent, or a software
server will send the files encapsulating themin an
e-mail nmessage, after a request by the user.
Suitable for small text (source prograns, ASClI
docunentation) files. Wrks easily across network
(with size I|imtations). Does not need any

aut hori zation (except for sufficient quota or spool
space at the receiving end) to reach the end user.

b) sendfile nodel. Logically simlar to above, but
suited to generic files (binary, any size). The
idea is that the user issues a request (e.g. by
mail), and this is serviced asynchronously (again
by a human or a program by sending files to a
spool or scratch area at the user site. This does
not require any authorization, nor that the user be
logged on (this is extrenmely confortable). The
server could take care of keeping a log of the
files distributed.

This is natively inplenented by |BM SENDFILE, and
could be inplenented in Decnet (and perhaps uucp ?)
provided a publicly witable area exists at the
receiving end (e.g. the FAL$SERVER directory in
VMS5); this my not be desirable for security
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reasons, and wll require special s/w at the
receiving site. This cannot unfortunately be set up
to work with ftp (wants a password at the receiving
end) .

c) renote copy. Naturally inplenmented in Decnet. It
is bilateral and synchronous. Either the user at
the receiving end retrieves the file from a renote
node in his ow area (no authorization needed
provided the origin area is world-readable), or a
server at the other end does a copy, provided it
knows a password, or there is a publicly witable
area (the relevant security problens are described
in b above).

Cannot be inplenmented with plain ftp (wants a
password for the connection). Logging of the
transacti ons cannot be controll ed.

d) anonynous ftp nodel. | npl enented at sone
Internet sites. The wuser at the receiving end
connects wthout need of a password (this could be
i nplenmented in VM5 by a captive account, and is
provided in Unix by "anonynous ftp") and retrieves
the files he wants. In anonynous ftp, one generally
provides an identification (his name, or the
Institute nane) instead of the password. | ignore
how this information is used for |logging, and |
al so ignore whether anonynmous ftp can be setup
natively under Uni X, or whet her It requires
addi ti onal software.

3.2 practical implementations
LISTSERV

The Revised LISTSERV is described in section 5.2 of

TN- 001. It is an asynchronous server, W th
operations initiated by e-mail or interactive
requests. Files are then sent back via sendfile, or
e-mail. The e-mail nodality is the only one
possi bl e across different networks, and shares the
usual limtations (only ASCI |, max 80- byt e

records).
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Anmong the useful features the Automatic File
Distribution or File Update Information in case of
updat es.

remotecopy of singlefiles

This way can be used (it is one of the
possibilities offered by NOAO and STScl) to
retrieve over Decnet a small nunber of files. It
requires sonme previous directory browsing to known
what to retrieve.

It also requires typing often long and awkward file
access strings (node, disk, directory, file nane),
prone to errors. Wrks only for Decnet nodes (there
may be problems with nodes using Decnet enulators
in case of binary files).

It is also in comopbn experience that Decnet
connections are quite slow.

remotecopyof backupsavesets

In the case of distribution of a large software
package, sonetinmes the distributor prepares a VM
BACKUP save set on disk, and the renote user can
this way retrieve the entire package, issuing a
single COPY command (e.g. in a batch running in
of f - peak hours).

In case of large datasets the transfer may take a
long tinme, and also require lot of scratch space to
store the save set before being unpacked. Obviously
this nmethods works only with VMS Decnet nodes at
bot h ends.

anonymousftp

Anonynmous ftp is wdely used for retrieval of
public domain software (also in the astronom ca
community: e.g. |IRAF and STSDAS are offered this
way) .

In order to have easy access, it is necessary to
set-up a well organized directory tree on the
server (e.g. by cathegory or sub-package). Possibly
each subdirectory shall contain a README file with
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a description of the content and instructions for
retrieval. A good exanple of such organization is
the STEIS service at STScl.

Ftp requires TCP/IP to be running at the receiving
site, and is generally able to handle also binary
files. Normal access is interactive. Transfer of
nore than one file can be handled via the nget
command (if avai | abl e) or using | ocal bat ch
facilities.

anonymousftp of (compressed)tar files

A way wused (at least by NOAO and STScl) to
distribute a large package in bulk, is to wite it
to a tar file (using Unix tar wutility). This is
simlar to the BACKUP solution described above and
shares simlar problens (one need |arge scratch
space, and access to tar).

In order to alleviate the load on the network,
conpression techni ques can be effectively used: the
fol |l ow ng exanpl es are based on practi cal
experience wi th NOAO and STScl

Docunents can be kept in PostScript files (ready to
be printed), and such files can be conpressed wth
the Unix conpress utility. At the receiving end
they can be unconpressed and printed "on the fly"
(wi thout extra space), using Unix pipes.

The following technique is used instead for tar
files. They are conpressed with the Unix conpress
utility, and split into chunks (say of 0.5 Myte
each) to reduce the probability of files corrupted
during transmssion. One can then retrieve each

chunk separately, verify correct reception
concatenate the chunks, unconpress and de-tar them
(the last steps can be joined by Unix pipes). In

order to check errors, a small file with checksuns
is provided, and the wuser should verify the
checksum of the received files (using Unix sum
comand) .

Conmpression is very effective. This way I
succesful ly | oaded the equivalent of 21 Mytes just
by transferring 11 files of 0.5 Miytes each. Wth
data files conpression is even nore efficient (up
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to factor 8).
applicationto nonUnix systems

The procedure descri bed above appears to be limted
to the case of Unix systens at both ends. This is
not exactly true, as tools to enulate standard Uni x
commands on non-Unix systens are available. Here
are sone exanpl es:

° an emulator for tar exists for instance under |BM
VM

° a "portable" tar (called rtar and war,
particularly suitable for exchange between Unix and
VMS systens) exists in the franework of | RAF.

° NOAO and STScl offer utilities (in executable and
source fornm) to enulate under VMS the Unix
conpr ess/ unconpress and sum comrands.

4. Conclusive recommendations

It is therefore suggested that, in the framework of
the SAX SDC, attention is paid to the need of
Internet connectivity, considered the strong trend
towards Unix and Internet existing in the research
community. This mght also include a selection of
TCP-1P enul ators under VMS consistent with choices
officially supported at national |evel.

In particular for what concerns the distribution of
software prograns, docunentation and calibration
data, one of the possibilities offered should
include the use of ftp anonynobus servers. It is
suggested to gain experience with this sort of
tool, and with the working exanples existing in the
astronom cal comunity.
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