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4.2.2. Logical

If the value is a fixed-format logical constant, itshall appear as
an uppercaseT or F in byte 30. A logical value is represented in
free-format by a single character consisting of an uppercaseT or
F as the first non-space character in bytes 11 through 80.

4.2.3. Integer number

If the value is a fixed-format integer, the ASCII representation
shall be right-justified in bytes 11 through 30. An integer con-
sists of a ‘+’ (decimal 43 or hexadecimal 2B) or ‘−’ (decimal 45
or hexadecimal 2D) sign, followed by one or more contiguous
ASCII digits (decimal 48 to 57 or hexadecimal 30 to 39), with
no embedded spaces. The leading ‘+’ sign is optional. Leading
zeros are permitted, but are not significant. The integer represen-
tationshall always be interpreted as a signed, decimal number.
This standard does not limit the range of an integer keyword
value, however, software packages that read or write data ac-
cording to this standard could be limited in the range of values
that are supported (e.g., to the range that can be represented by
a 32-bit or 64-bit signed binary integer).

A free-format integer value follows the same rules as fixed-
format integers except that the ASCII representationmayoccur
anywhere within bytes 11 through 80.

4.2.4. Real floating-point number

If the value is a fixed-format real floating-point number, the
ASCII representationshallbe right-justified in bytes 11 through
30.

A floating-point number is represented by a decimal number
followed by anoptional exponent, with no embedded spaces.
A decimal numbershall consist of a ‘+’ (decimal 43 or hex-
adecimal 2B) or ‘–’ (decimal 45 or hexadecimal 2D) sign, fol-
lowed by a sequence of ASCII digits containing a single decimal
point (‘.’), representing an integer part and a fractional part of
the floating-point number. The leading ‘+’ sign is optional. At
least one of the integer part or fractional partmustbe present.
If the fractional part is present, the decimal pointmustalso be
present. If only the integer part is present, the decimal point may
be omitted, in which case the floating-point number is indistin-
guishable from an integer. The exponent, if present, consists of
an exponent letter followed by an integer. Letters in the exponen-
tial form (‘E’ or ‘D’) 2 shall be upper case. The full precision of
64-bit values cannot be expressed over the whole range of values
using the fixed-format. This standard does not impose an upper
limit on the number of digits of precision, nor any limit on the
range of floating-point keyword values. Software packages that
read or write data according to this standard could be limited,
however, in the range of values and exponents that are supported
(e.g., to the range that can be represented by a 32-bit or 64-bit
floating-point number).

A free-format floating-point value follows the same rules as
a fixed-format floating-point value except that the ASCII repre-
sentationmayoccur anywhere within bytes 11 through 80.

2 The ‘D’ exponent form is traditionally used when representing val-
ues that have more decimals of precision or a larger magnitude than can
be represented by a single precision 32-bit floating-point number, but
otherwise there is no distinction between ‘E’ or ‘D’.

Table 3: IAU-recommended basic units.

Quantity Unit Meaning Notes
SI base& supplementary units
length m meter
mass kg kilogram g gram allowed
time s second
plane angle rad radian
solid angle sr steradian
temperature K kelvin
electric current A ampere
amount of substance mol mole
luminous intensity cd candela

IAU-recognized derived units
frequency Hz hertz s−1

energy J joule N m
power W watt J s−1

electric potential V volt J C−1

force N newton kg m s−2

pressure, stress Pa pascal N m−2

electric charge C coulomb A s
electric resistance Ohm ohm V A−1

electric conductance S siemens A V−1

electric capacitance F farad C V−1

magnetic flux Wb weber V s
magnetic flux density T tesla Wb m−2

inductance H henry Wb A−1

luminous flux lm lumen cd sr
illuminance lx lux lm m−2

4.2.5. Complex integer number

There is no fixed-format for complex integer numbers.3

If the value is a complex integer number, the valuemustbe
represented as a real part and an imaginary part, separated by
a comma and enclosed in parentheses e.g.,(123, 45). Spaces
mayprecede and follow the real and imaginary parts. The real
and imaginary parts are represented in the same way as integers
(Sect. 4.2.3). Such a representation is regarded as a singlevalue
for the complex integer number. This representationmaybe lo-
cated anywhere within bytes 11 through 80.

4.2.6. Complex floating-point number

There is no fixed-format for complex floating-point numbers.3

If the value is a complex floating-point number, the value
mustbe represented as a real part and an imaginary part, sepa-
rated by a comma and enclosed in parentheses, e.g.,(123.23,

-45.7). Spacesmayprecede and follow the real and imaginary
parts. The real and imaginary parts are represented in the same
way as floating-point values (Sect. 4.2.4). Such a representa-
tion is regarded as a single value for the complex floating-point
number. This representationmay be located anywhere within
bytes 11 through 80.

4.2.7. Date

There is strictly no such thing as a data type fordate valued
keywords, however a pseudo data type ofdatetimeis defined in

3 This requirement differs from the wording in the originalFITSpa-
pers. See Appendix H.
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Sect. 9.1.1 andmustbe used to write ISO-8601datetimestrings
as character strings.

If a keyword needs to express atime in JD or MJD (see
Sect. 9), this can be formatted as an arbitrary precision number,
eventually separating the integer and fractional part as specified
in Sect. 9.2.2.

4.3. Units

When a numerical keyword value represents a physical quantity,
it is recommendedthat units be provided. Unitsshall be rep-
resented with a string of characters composed of the restricted
ASCII text character set. Unit strings can be used as values of
keywords (e.g., for the reserved keywordsBUNIT, andTUNITn),
as an entry in a character string column of an ASCII or binary ta-
ble extension, or as part of a keyword comment string (see Sect.
4.3.2, below).

The units of allFITSheader keyword values, with the excep-
tion of measurements of angles,shouldconform with the rec-
ommendations in the IAU Style Manual (McNally 1988). For
angular measurements given as floating-point values and spec-
ified with reserved keywords, the unitsshouldbe degrees (i.e.,
deg). If a requirement exists within this standard for the unitsof
a keyword, then those unitsmustbe used.

The units for fundamental physical quantities recommended
by the IAU are given in Table 3, and additional units that are
commonly used in astronomy are given in Table 4.Further spec-
ifications for time units are given in Sect. 9.3.The recommended
plain text form for the IAU-recognizedbase unitsare given in
column 2 of both tables.4 All base units stringsmaybe preceded,
with no intervening spaces, by a single character (two for deca)
taken from Table 5 and representing scale factors mostly in steps
of 103. Compound prefixes (e.g.,ZYeV for 1045 eV) must notbe
used.

4.3.1. Construction of units strings

Compound units stringsmay be formed by combining strings
of base units (including prefixes, if any) with the recommended
syntax described in Table 6. Two or more base units strings
(called str1 and str2 in Table 6) may be combined using
the restricted set of (explicit or implicit) operators thatprovide
for multiplication, division, exponentiation, raising arguments to
powers, or taking the logarithm or square-root of an argument.
Note that functions such aslog actually require dimension-
less arguments, so thatlog(Hz), for example, actually means
log(x/1 Hz). The final units string is the compound string, or
a compound of compounds, preceded by anoptional numeric
multiplier of the form10**k, 10ˆk, or 10±k wherek is an inte-
ger,optionallysurrounded by parentheses with the sign character
required in the third form in the absence of parentheses. Creators
of FITSfiles are encouraged to use the numeric multiplier only
when the available standard scale factors of Table 5 will notsuf-
fice. Parentheses are used for symbol grouping and are strongly
recommendedwhenever the order of operations might be sub-
ject to misinterpretation. A space character implies multiplica-
tion which can also be conveyed explicitly with an asterisk or a
period. Therefore, although spaces are allowed as symbol sepa-

4 These tables are reproduced from the first in a series of papers on
world coordinate systems (Greisen & Calabretta 2002), which provides
examples and expanded discussion.

Table 5: Prefixes for multiples and submultiples.

Submult Prefix Char Mult Prefix Char
10−1 deci d 10 deca da

10−2 centi c 102 hecto h

10−3 milli m 103 kilo k

10−6 micro u 106 mega M

10−9 nano n 109 giga G

10−12 pico p 1012 tera T

10−15 femto f 1015 peta P

10−18 atto a 1018 exa E

10−21 zepto z 1021 zetta Z

10−24 yocto y 1024 yotta Y

rators, their use is discouraged. Note that, per IAU convention,
case is significant throughout. The IAU style manual forbidsthe
use of more than one slash (‘/’) character in a units string.
However, since normal mathematical precedence rules applyin
this context, more than one slashmaybe used but is discouraged.

A unit raised to a power is indicated by the unit string fol-
lowed, with no intervening spaces, by theoptionalsymbols** or
ˆ followed by the power given as a numeric expression, called
expr in Table 6. The powermay be a simple integer, with or
without sign,optionallysurrounded by parentheses. Itmayalso
be a decimal number (e.g., 1.5, 0.5) or a ratio of two integers
(e.g., 7/9), with or without sign, whichmustbe surrounded by
parentheses. Thus meters squaredmaybe indicated bym**(2),
m**+2, m+2, m2, mˆ2, mˆ(+2), etc. and per meter cubedmaybe
indicated bym**-3, m-3, mˆ(-3), /m3, and so forth. Meters to
the three-halves powermaybe indicated bym(1.5), mˆ(1.5),
m**(1.5),m(3/2),m**(3/2), andmˆ(3/2), butnotbymˆ3/2
or m1.5.

4.3.2. Units in comment fields

If the units of the keyword value are specified in the comment of
the header keyword, it isrecommendedthat the units string be
enclosed in square brackets (i.e., enclosed by ‘[’ and ‘]’) at the
beginning of the comment field, separated from the slash (‘/’)
comment field delimiter by a single space character. An exam-
ple, using a non-standard keyword, is
EXPTIME = 1200. / [s] exposure time in seconds

This widespread, butoptional, practice suggests that square
bracketsshouldbe used in comment fields only for this pur-
pose. Nonetheless, softwareshould notdepend on units being
expressed in this fashion within a keyword comment, and soft-
wareshould notdepend on any string within square brackets in
a comment field containing a proper units string.
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Table 9: Example of a primary array header.

Keyword records
SIMPLE = T / file does conform to FITS standard

BITPIX = 16 / number of bits per data pixel

NAXIS = 2 / number of data axes

NAXIS1 = 250 / length of data axis 1

NAXIS2 = 300 / length of data axis 2

OBJECT = ’Cygnus X-1’

DATE = ’2006-10-22’

END

The total number of bits in the extension data array (exclu-
sive of fill that is needed after the data to complete the last 2880-
byte data block) is given by the following expression:

Nbits = |BITPIX| × GCOUNT ×

(PCOUNT + NAXIS1 × NAXIS2 × · · · × NAXISm), (2)

whereNbits mustbe non-negative and is the number of bits ex-
cluding fill; m is the value ofNAXIS; and BITPIX, GCOUNT,
PCOUNT, and theNAXISn represent the values associated with
those keywords. IfNbits > 0, then the data arrayshall be con-
tained in an integral number of 2880-byteFITSdata blocks. The
header of the nextFITS extension in the file, if any,shall start
with the firstFITS block following the data block that contains
the last bit of the current extension data array.

4.4.2. Other reserved keywords

The reserved keywords described below areoptional, but if
present in the header theymustbe used only as defined in this
standard. They apply to anyFITS structure with the meanings
and restrictions defined below. AnyFITS structuremayfurther
restrict the use of these keywords.

4.4.2.1. General descriptive keywords

DATE keyword. The value fieldshall contain a character string
giving the date on which the HDU was created, in the form
YYYY-MM-DD, or the date and time when the HDU was created, in
the formYYYY-MM-DDThh:mm:ss[.sss. . . ], whereYYYY shall
be the four-digit calendar year number,MM the two-digit month
number with January given by 01 and December by 12, andDD

the two-digit day of the month. When both date and time are
given, the literalT shall separate the date and time,hh shall
be the two-digit hour in the day,mm the two-digit number of
minutes after the hour, andss[.sss. . . ] the number of seconds
(two digits followed by anoptional fraction) after the minute.
Default valuesmust notbe given to any portion of the date/time
string, and leading zerosmust notbe omitted. The decimal part
of the seconds field isoptionalandmaybe arbitrarily long, so
long as it is consistent with the rules for value formats of Sect.
4.2.Otherwise said, the format forDATE keywords written after
January 1, 2000shall be the ISO-8601datetimeform described
in Sect. 9.1.1. See also Sect. 9.5.

The value of theDATE keywordshallalways be expressed in
UTC when in this format, for all data sets created on Earth.

The following formatmay appear on files written before
January 1, 2000. The value field contains a character string
giving the date on which the HDU was created, in the form

Table 10: Mandatory keywords in conforming extensions.

# Keyword
1 XTENSION

2 BITPIX

3 NAXIS

4 NAXISn, n = 1, . . . ,NAXIS
5 PCOUNT

6 GCOUNT

..

.

(other keywords)
...

last END

DD/MM/YY, whereDD is the day of the month,MM the month num-
ber with January given by 01 and December by 12, andYY the
last two digits of the year, the first two digits being understood
to be 19. Specification of the date using Universal Time isrec-
ommendedbut not assumed.

When a newly created HDU is substantially a verbatim copy
of another HDU, the value of theDATE keyword in the original
HDU maybe retained in the new HDU instead of updating the
value to the current date and time.

ORIGIN keyword. The value fieldshall contain a character
string identifying the organization or institution responsible for
creating theFITSfile.

EXTEND keyword. The value fieldshall contain a logical value
indicating whether theFITSfile is allowed to contain conform-
ing extensions following the primary HDU. This keywordmay
only appear in the primary header andmust notappear in an
extension header. If the value field isT then theremaybe con-
forming extensions in theFITSfile following the primary HDU.
This keyword is only advisory, so its presence with a valueT

does not require that theFITSfile contains extensions, nor does
the absence of this keyword necessarily imply that the file does
not contain extensions. Earlier versions of this standard stated
that theEXTEND keywordmustbe present in the primary header
if the file contained extensions, but this is no longer required.

BLOCKED keyword. This keyword is deprecated andshould not
be used in newFITSfiles. It is reserved primarily to prevent its
use with other meanings. As previously defined, this keyword, if
used, wasrequiredto appear only within the first 36 keywords in
the primary header. Its presence with the required logical value
of T advised that the physical block size of theFITSfile on which
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it appearsmaybe an integral multiple of theFITSblock length
and not necessarily equal to it.

4.4.2.2. Keywords describing observations

DATE-OBS keyword. The format of the value field for
DATE-OBS keywordsshall follow the prescriptions for theDATE
keyword (Sect. 4.4.2and Sect. 9.1.1). Either the four-digit year
format or the two-digit year formatmaybe used for observation
dates from 1900 through 1999 although the four-digit formatis
recommended.

When the format with a four-digit year is used, the default in-
terpretations for timeshouldbe UTC for dates beginning 1972-
01-01 and UT before. Other date and time scales are permissible.
The value of theDATE-OBS keywordshall be expressed in the
principal time system or time scale of the HDU to which it be-
longs; if there is any chance of ambiguity, the choiceshouldbe
clarified in comments. The value ofDATE-OBS shallbe assumed
to refer to the start of an observation, unless another interpreta-
tion is clearly explained in the comment field. Explicit specifi-
cation of the time scale isrecommended. By default, times for
TAI and times that run simultaneously with TAI, e.,g., UTC and
TT, will be assumed to be as measured at the detector (or, in
practical cases, at the observatory). For coordinate timessuch as
TCG, TCB and TDB, the defaultshall be to include light-time
corrections to the associated spatial origin, namely the geocen-
ter for TCG and the solar-system barycenter for the other two.
Conventionsmaybe developed that use other time systems.Time
scales are now discussed in detail in Sect. 9.2.1 and Table 30.

When the value ofDATE-OBS is expressed in the two-digit
year form, allowed for files written before January 1, 2000 with
a year in the range 1900-1999, there is no default assumptionas
to whether it refers to the start, middle or end of an observation.

DATExxxx keywords. The value fields for all keywords begin-
ning with the stringDATE whose value contains date, andop-
tionally time, informationshall follow the prescriptions for the
DATE-OBS keyword.See also Sect. 9.1.1 for thedatetimeformat,
and Sect. 9.5 for further global time keywords specified by the
Standard.

TELESCOP keyword. The value fieldshall contain a character
string identifying the telescope used to acquire the data associ-
ated with the header.

INSTRUME keyword. The value fieldshall contain a character
string identifying the instrument used to acquire the data associ-
ated with the header.

OBSERVER keyword. The value fieldshall contain a charac-
ter string identifying who acquired the data associated with the
header.

OBJECT keyword. The value fieldshall contain a character
string giving a name for the object observed.

4.4.2.3. Bibliographic keywords

AUTHOR keyword. The value fieldshall contain a character
string identifying who compiled the information in the dataas-
sociated with the header. This keyword is appropriate when the
data originate in a published paper or are compiled from many
sources.

REFERENC keyword. The value fieldshall contain a charac-
ter string citing a reference where the data associated withthe
header are published. It isrecommendedthat either the 19-digit
bibliographic identifier7 used in the Astrophysics Data System
bibliographic databases (http://adswww.harvard.edu/) or
the Digital Object Identifier (http://doi.org) be included in
the value string when available (e.g.,’1994A&AS..103..135A’

or ’doi:10.1006/jmbi.1998.2354’).

7 This bibliographic convention (Schmitz et al. 1995) was initially
developed for use within NED (NASA/IPAC Extragalactic Database)
and SIMBAD (operated at CDS, Strasbourg, France).
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5. Data Representation

Primary and extension datashall be represented in one of the
formats described in this section.FITSdatashall be interpreted
to be a byte stream. Bytes are in big-endian order of decreasing
significance. The byte that includes the sign bitshallbe first, and
the byte that has the ones bitshallbe last.

5.1. Characters

Each charactershall be represented by one byte. A character
shall be represented by its 7-bit ASCII (ANSI 1977) code in
the low order seven bits in the byte. The high-order bitshall be
zero.

5.2. Integers

5.2.1. Eight-bit

Eight-bit integersshallbe unsigned binary integers, contained in
one byte with decimal values ranging from 0 to 255.

5.2.2. Sixteen-bit

Sixteen-bit integersshallbe two’s complement signed binary in-
tegers, contained in two bytes with decimal values ranging from
-32768 to+32767.

5.2.3. Thirty-two-bit

Thirty-two-bit integersshallbe two’s complement signed binary
integers, contained in four bytes with decimal values ranging
from -2147483648 to+2147483647.

5.2.4. Sixty-four-bit

Sixty-four-bit integersshall be two’s complement signed binary
integers, contained in eight bytes with decimal values ranging
from -9223372036854775808 to+9223372036854775807.

5.2.5. Unsigned integers

TheFITSformat does not support a native unsigned integer data
type (except for the unsigned 8-bit byte data type) therefore un-
signed 16-bit, 32-bit, or 64-bit binary integers cannot be stored
directly in aFITSdata array. Instead, the appropriate offsetmust
be applied to the unsigned integer to shift the value into therange
of the corresponding signed integer, which is then stored inthe
FITS file. TheBZERO keywordshall record the amount of the
offset needed to restore the original unsigned value. TheBSCALE

keywordshall have the default value of 1.0 in this case, and the
appropriateBZERO value, as a function ofBITPIX, is specified
in Table 11.

This same techniquemustbe used when storing unsigned
integers in a binary table column of signed integers (Sect. 7.3.2).
In this case theTSCALn keyword (analogous toBSCALE) shall
have the default value of 1.0, and the appropriateTZEROn value
(analogous toBZERO) is specified in Table 19.

5.3. IEEE-754 floating point

Transmission of 32- and 64-bit floating-point data within the
FITS format shall use the ANSI/IEEE-754 standard (IEEE
1985).BITPIX = -32 andBITPIX = -64 signify 32- and 64-
bit IEEE floating-point numbers, respectively; the absolute value
of BITPIX is used for computing the sizes of data structures. The
full IEEE set of number forms is allowed forFITS interchange,
including all special values.

The BLANK keyword should not be used when
BITPIX = -32 or -64; rather, the IEEE NaNshould be
used to represent an undefined value. Use of theBSCALE and
BZERO keywords isnot recommended.

Appendix E has additional details on the IEEE format.

5.4. Time

There is strictly no such thing as a data type fortime valueddata,
but rules to encode time values are given in Sect. 9 and in more
detail in Rots et al. (2015).

6. Random groups structure

The random groups structure allows a collection of ‘groups’,
where a group consists of a subarray of data and a set of as-
sociated parameter values, to be stored within theFITSprimary
data array. Random groups have been used almost exclusively
for applications in radio interferometry; outside this field, there
is little support for reading or writing data in this format.Other
than the existing use for radio interferometry data, the random
groups structure is deprecated andshould notbe further used.
For other applications, the binary table extension (Sect. 7.3) pro-
vides a more extensible and better documented way of associat-
ing groups of data within a single data structure.

6.1. Keywords

6.1.1. Mandatory keywords

TheSIMPLE keyword is required to be the first keyword in the
primary header of allFITS files, including those with random
groups records. If the random groups format records follow the
primary header, the keyword records of the primary headermust
use the keywords defined in Table 12 in the order specified. No
other keywordsmayintervene between theSIMPLE keyword and
the lastNAXISn keyword.

SIMPLE keyword. The keyword record containing this keyword
is structured in the same way as if a primary data array were
present (Sect. 4.4.1).

BITPIX keyword. The keyword record containing this keyword
is structured as prescribed in Sect. 4.4.1.

NAXIS keyword. The value fieldshall contain an integer rang-
ing from 1 to 999, representing one more than the number of
axes in each data array.
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7.3.6. Variable-length-array guidelines

While the above description is sufficient to define the required
features of the variable-length array implementation, some hints
regarding usage of the variable-length array facility might also
be useful.

Programs that read binary tables should take care to not as-
sume more about the physical layout of the table than is required
by the specification. For example, there are no requirementson
the alignment of data within the heap. If efficient runtime ac-
cess is a concern one might want to design the table so that data
arrays are aligned to the size of an array element. In another
case one might want to minimize storage and forgo any efforts
at alignment (by careful design it is often possible to achieve
both goals). Variable-length array datamaybe stored in the heap
in any order, i.e., the data for rowN+1 are not necessarily stored
at a larger offset than that for rowN. Theremaybe gaps in the
heap where no data are stored. Pointer aliasing is permitted, i.e.,
the array descriptors for two or more arraysmay point to the
same storage location (this could be used to save storage if two
or more arrays are identical).

Byte arrays are a special case because they can be used
to store a ‘typeless’ data sequence. SinceFITS is a machine-
independent storage format, some form of machine-specific data
conversion (byte swapping, floating-point format conversion) is
implied when accessing stored data with types such as integer
and floating, but byte arrays are copied to and from external stor-
age without any form of conversion.

An important feature of variable-length arrays is that it is
possible that the stored array lengthmay be zero. This makes
it possible to have a column of the table for which, typically,
no data are present in each stored row. When data are present
the stored array can be as large as necessary. This can be useful
when storing complex objects as rows in a table.

Accessing a binary table stored on a random access storage
medium is straightforward. Since the rows of data in the main
data table are fixed in size they can be randomly accessed given
the row number, by computing the offset. Once the row has been
read in, any variable-length array data can be directly accessed
using the element count and offset given by the array descriptor
stored in that row.

Reading a binary table stored on a sequential access storage
medium requires that a table of array descriptors be built upas
the main data table rows are read in. Once all the table rows
have been read, the array descriptors are sorted by the offset of
the array data in the heap. As the heap data are read, arrays are
extracted sequentially from the heap and stored in the affected
rows using the back pointers to the row and field from the table
of array descriptors. Since array aliasing is permitted, itmight
be necessary to store a given array in more than one field or row.

Variable-length arrays are more complicated than regular
static arrays and might not be supported by some software sys-
tems. The producers ofFITS data products should consider the
capabilities of the likely recipients of their files when deciding
whether or not to use this format, and as a general rule should
use it only in cases where it provides significant advantagesover
the simpler fixed-length array format. In particular, the use of
variable-length arrays might present difficulties for applications
that ingest theFITSfile via a sequential input stream because the
application cannot fully process any rows in the table untilafter
the entire fixed-length table and potentially the entire heap has
been transmitted as outlined in the previous paragraph.

8. World coordinate systems

Representations of the mapping between image coordinates and
physical (i.e., world) coordinate systems (WCSs) may be repre-
sented withinFITSHDUs. The keywords that are used to express
these mappings are now rigorously defined in a series of papers
on world coordinate systems (Greisen & Calabretta 2002), ce-
lestial coordinate systems (Calabretta & Greisen 2002), spectral
coordinate systems (Greisen et al. 2006), andtime coordinate
systems (Rots et al. 2015).An additional spherical projection,
called HEALPix, is defined in reference (Calabretta & Roukema
2007). These WCS papers have been formally approved by the
IAUFWG and therefore areincorporated by referenceas an offi-
cial part of this Standard. The reader should refer to these papers
for additional details and background information that cannot be
included here. Various updates and corrections to the primary
WCS papers have been compiled by the authors, and are re-
flected in this section. Therefore, where conflicts exist, the de-
scription in this Standard will prevail.

8.1. Basic concepts

Rather than store world coordinates separately for each datum,
the regular lattice structure of aFITS image offers the possibil-
ity of defining rules for computing world coordinates at each
point. As stated in Sect. 3.3.2 and depicted in Fig. 1, image ar-
ray data are addressed viaintegral array indicesthat range in
value from 1 toNAXISj on axis j. Recognizing that image data
values may have an extent, for example an angular separation,
spectral channel width or time span, and thus that it may make
sense to interpolate between them, these integral array indices
may be generalized to floating-pointpixel coordinates. Integral
pixel coordinate values coincide with the corresponding array in-
dices, while fractional pixel coordinate values lie between array
indices and thus imply interpolation. Pixel coordinate values are
defined at all points within the image lattice and outside it (ex-
cept alongconventionalaxes, see Sect. 8.5). They form the basis
of the world coordinate formalism inFITS depicted schemati-
cally in Fig. 2.

The essence of representing world coordinate systems in
FITS is the association of various reserved keywords with el-
ements of a transformation (or a series of transformations), or
with parameters of a projection function. The conversion from
pixel coordinates in the data array to world coordinates is sim-
ply a matter of applying the specified transformations (in order)
via the appropriate keyword values; conversely, defining a WCS
for an image amounts to solving for the elements of the trans-
formation matrix(es) or coefficients of the function(s) of interest
and recording them in the form of WCS keyword values. The
description of the WCS systems and their expression inFITS
HDUs is quite extensive and detailed, but is aided by a careful
choice of notation. Key elements of the notation are summarized
in Table 21, and are used throughout this section. The formal
definitions of the keywords appear in the following subsections.

The conversion of image pixel coordinates to world coordi-
nates is a multi-step process, as illustrated in Fig. 2.

For all coordinate types, the first step is a linear transfor-
mation applied via matrix multiplication of the vector of pixel
coordinate elements,p j :

qi =

N
∑

j=1

mi j (p j − r j) (9)
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Table 21: WCS and celestial coordinates notation.

Variable(s) Meaning Related FITS keywords
i Index variable for world coordinates
j Index variable for pixel coordinates
a Alternative WCS version code
pj Pixel coordinates
r j Reference pixel coordinates CRPIXja
mi j Linear transformation matrix CDi ja or PCi ja
si Coordinate scales CDELTia
(x, y) Projection plane coordinates
(φ, θ) Native longitude and latitude
(α, δ) Celestial longitude and latitude
(φ0, θ0) Native longitude and latitude of the fiducial point PVi 1a† , PVi 2a†

(α0, δ0) Celestial longitude and latitude of the fiducial pointCRVALia
(αp, δp) Celestial longitude and latitude of the native pole
(φp, θp) Native longitude and latitude of the celestial pole LONPOLEa (=PVi 3a† ),

LATPOLEa (=PVi 4a† )

Notes. † Associated withlongitudeaxis i.

Pixel

Coordinates

Linear transformation: 

translation, rotation, 

skew, scale

Rescale to

physical units

Intermediate Pixel

Coordinates

Intermediate World

Coordinates

Coordinate

projection, offset

World

Coordinates

CRPIXj,

PCi_j or 

CDi_j

CDELTi

CTYPEi,

CRVALi

PVi_m

Fig. 2: A schematic view of converting pixel coordinates to
world coordinates.

wherer j are the pixel coordinate elements of the reference point,
j indexes the pixel axis, andi the world axis. Themi j matrix is a
non-singular, square matrix of dimensionN × N, whereN is the
number of world coordinate axes. The elementsqi of the result-
ing intermediate pixel coordinatevector are offsets, in dimen-
sionless pixel units, from the reference point along axes coinci-
dent with those of theintermediate world coordinates. Thus, the
conversion ofqi to the corresponding intermediate world coor-
dinate elementxi is a simple scale:

xi = siqi . (10)

There are three conventions for associatingFITS keywords
with the above transformations. In the first formalism, the matrix
elementsmi j are encoded in thePCi j keywords and the scale

factorssi are encoded in theCDELTi keywords, whichmusthave
non-zero values. In the second formalism Eqs. (9) and (10) are
combined as

xi =

N
∑

j=1

(simi j )(p j − r j) (11)

and theCDi j keywords encode the productsimi j . The third con-
vention was widely used before the development of the two pre-
viously described conventions and uses theCDELTi keywords
to define the image scale and theCROTA2 keyword to define a
bulk rotation of the image plane. Use of theCROTA2 keyword is
now deprecated, and instead the newerPCi j or CDi j keywords
arerecommendedbecause they allow for skewed axes and fully
general rotation of multi-dimensional arrays. TheCDELTi and
CROTA2 keywordsmay co-exist with theCDi j keywords (but
the CROTA2 must notoccur with thePCi j keywords) as an aid
to old FITS interpreters, but these keywordsmustbe ignored
by software that supports theCDi j keyword convention. In all
these formalisms the reference pixel coordinatesr j are encoded
in theCRPIXi keywords, and the world coordinates at the refer-
ence point are encoded in theCRVALi keywords. For additional
details, see Greisen & Calabretta (2002).

The third step of the process, computing the final world co-
ordinates, depends on the type of coordinate system, which is
indicated with the value of theCTYPEi keyword. For some sim-
ple, linear cases an appropriate choice of normalization for the
scale factors allows the world coordinates to be taken directly (or
by applying a constant offset) from thexi (e.g., some spectra).
In other cases it is more complicated, and may require the ap-
plication of some non-linear algorithm (e.g., a projection, as for
celestial coordinates), which may require the specification of ad-
ditional parameters. Where necessary, numeric parameter values
for non-linear algorithmsmustbe specified viaPVi m keywords
and character-valued parameters will be specified viaPSi mkey-
words, wherem is the parameter number.

The application of these formalisms to coordinate systems of
interest is discussed in the following sub-sections: Sect.8.2 de-
scribes general WCS representations (see Greisen & Calabretta
2002), Sect. 8.3 describes celestial coordinate systems (see
Calabretta & Greisen 2002)), Sect. 8.4 describes spectral coor-
dinate systems (see Greisen et al. 2006),and Sect. 9 describes
the representation of time coordinates (see Rots et al. 2015).
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8.2. World coordinate system representations

A variety of keywords have been reserved for computing the
coordinate values that are to be associated with any pixel lo-
cation within an array. The full set is given in Table 22; those in
most common usage are defined in detail below for convenience.
Coordinate system specifications may appear in HDUs that con-
tain simple images in the primary array or in an image extension.
Images may also be stored in a multi-dimensional vector cellof
a binary table, or as a tabulated list of pixel locations (andop-
tionally, the pixel value) in a table. In these last two typesof im-
age representations, the WCS keywords have a different naming
convention which reflects the needs of the tabular data structure
and the 8-character limit for keyword lengths, but otherwise fol-
low exactly the same rules for type, usage, and default values.
See reference Calabretta & Greisen (2002) for example usageof
these keywords. All forms of these reserved keywordsmustbe
used only as specified in this Standard.

The keywords given below constitute a complete set of fun-
damental attributes for a WCS description. Although their inclu-
sion in an HDU is optional,FITSwritersshouldinclude a com-
plete set of keywords when describing a WCS. In the event that
some keywords are missing, default valuesmustbe assumed, as
specified below.

WCSAXES – [integer; default:NAXIS, or larger of WCS indexesi
or j]. Number of axes in the WCS description. This keyword,
if present,mustprecede all WCS keywords exceptNAXIS in
the HDU. The value ofWCSAXES mayexceed the number of
pixel axes for the HDU.

CTYPEi – [character; indexed; default:’ ’ (i.e. a linear, un-
defined axis)]. Type for the intermediate coordinate axisi.
Any coordinate type that is not covered by this standard
or an officially recognizedFITS conventionshall be taken
to be linear. All non-linear coordinate system namesmust
be expressed in ‘4–3’ form: the first four characters spec-
ify the coordinate type, the fifth character is a hyphen (‘-’),
and the remaining three characters specify an algorithm code
for computing the world coordinate value. Coordinate types
with names of less than four characters are padded on the
right with hyphens, and algorithm codes with less than three
characters are padded on the right with blanks9. Algorithm
codesshouldbe three characters.

CUNITi – [character; indexed; default:’ ’ (i.e., undefined)].
Physical units ofCRVAL andCDELT for axisi. Note that units
shouldalways be specified (see Sect. 4.3). Units for celestial
coordinate systems defined in this Standardmustbe degrees.

CRPIXj – [floating point; indexed; default: 0.0]. Location of the
reference point in the image for axisj corresponding tor j in
Eq. (9). Note that the reference pointmaylie outside the im-
age and that the first pixel in the image has pixel coordinates
(1.0, 1.0, . . .).

CRVALi – [floating point; indexed; default: 0.0]. World
Coordinate value at the reference point of axisi.

CDELTi – [floating point; indexed; default: 1.0]. Increment of
the world coordinate at the reference point for axisi. The
valuemust notbe zero.

CROTAi – [floating point; indexed; default: 0.0]. The amount
of rotation from the standard coordinate system to a different

9 Example:‘RA---UV ’.

coordinate system. Further use of this of this keyword is dep-
recated, in favor of the newer formalisms that use theCDi j
or PCi j keywords to define the rotation.

PCi j – [floating point; defaults: 1.0 wheni = j, 0.0 otherwise].
Linear transformation matrix between pixel axesj and in-
termediate coordinate axesi. ThePCi j matrix must notbe
singular.

CDi j – [floating point; defaults: 0.0, but see below]. Linear
transformation matrix (with scale) between pixel axesj and
intermediate coordinate axesi. This nomenclature is equiv-
alent toPCi j whenCDELTi is unity. TheCDi j matrix must
notbe singular. Note that theCDi j formalism is an exclusive
alternative toPCi j, and theCDi j andPCi j keywordsmust
notappear together within an HDU.

In addition to the restrictions noted above, if anyCDi j keywords
are present in the HDU, all other unspecifiedCDi j keywords
shall default to zero. If noCDi j keywords are present then the
headershallbe interpreted as being inPCi j form whether or not
anyPCi j keywords are actually present in the HDU.

Some non-linear algorithms that describe the transformation
between pixel and intermediate coordinate axes require param-
eter values. A few non-linear algorithms also require character-
valued parameters, e.g., table lookups require the names ofthe
table extension and the columns to be used. Where necessary
parameter valuesmustbe specified via the following keywords:

PVi m – [floating point]. Numeric parameter values for inter-
mediate world coordinate axisi, wherem is the parameter
number. Leading zerosmust notbe used, andm may have
only values in the range 0 through 99, and that are defined
for the particular non-linear algorithm.

PSi m – [character]. Character-valued parameters for interme-
diate world coordinate axisi, wherem is the parameter num-
ber. Leading zerosmust notbe used, andm may have only
values in the range 0 through 99, and that are defined for the
particular non-linear algorithm.

The following keywords, while not essential for a complete
specification of an image WCS, can be extremely useful for read-
ers to interpret the accuracy of the WCS representation of the
image.

CRDERi – [floating point; default: 0.0]. Random error in coordi-
natei, whichmustbe non-negative.

CSYERi – [floating point; default: 0.0]. Systematic error in co-
ordinatei, whichmustbe non-negative.

These valuesshouldgive a representative average value of the
error over the range of the coordinate in the HDU. The total error
in the coordinates would be given by summing the individual
errors in quadrature.

8.2.1. Alternative WCS axis descriptions

In some cases it is useful to describe an image with more than
one coordinate type10. Alternative WCS descriptionsmay be
added to the header by adding the appropriate sets of WCS key-
words, and appending to all keywords in each set an alphabetic

10 Examples include the frequency, velocity, and wavelength along a
spectral axis (only one of which, of course, could be linear), or the po-
sition along an imaging detector in both meters and degrees on the sky.
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Table 22: Reserved WCS keywords (continues on next page)

BINTABLE vector Pixel list
Keyword Description Global Image Primary Alternative Primary Alternative
Coordinate dimensionality WCSAXESa WCAXna . . .
Axis type CTYPEia iCTYPn iCTYna TCTYPn TCTYna
Axis units CUNITia iCUNIn iCUNna TCUNIn TCUNna
Reference value CRVALia iCRVLn iCRVna TCRVLn TCRVna
Coordinate increment CDELTia iCDLTn iCDEna TCDLTn TCDEna
Reference point CRPIXja jCRPXn jCRPna TCRPXn TCRPna
Coordinate rotation1 CROTAi iCROTn TCROTn
Transformation matrix2 PCi ja ijPCna TPCn ka or TPn ka
Transformation matrix2 CDi ja ijCDna TCDn ka or TCn ka
Coordinate parameter PVi ma iPVn maor iVn ma TPVn maor TVn ma
Coordinate parameter array . . . iVn Xa ...
Coordinate parameter PSi ma iPSn maor iSn ma TPSn maor TSn ma
Coordinate name WCSNAMEa WCSNna WCSna or TWCSna
Coordinate axis name CNAMEia iCNAna TCNAna
Random error CRDERia iCRDna TCRDna
Systematic error CSYERia iCSYna TCSYna
WCS cross-reference target . . . WCSTna ...
WCS cross reference . . . WCSXna ...
Coordinate rotation LONPOLEa LONPna LONPna
Coordinate rotation LATPOLEa LATPna LATPna
Coordinate epoch EQUINOXa EQUIna EQUIna
Coordinate epoch3 EPOCH EPOCH EPOCH

Reference frame RADECSYS4 RADESYSa RADEna RADEna
Line rest frequency (Hz) RESTFREQ4 RESTFRQa RFRQna RFRQna
Line rest vacuum wavelength (m) RESTWAVa RWAVna RWAVna
Spectral reference frame SPECSYSa SPECna SPECna
Spectral reference frame SSYSOBSa SOBSna SOBSna
Spectral reference frame SSYSSRCa SSRCna SSRCna
Observation X (m) OBSGEO-X5 OBSGXn OBSGXn
Observation Y (m) OBSGEO-Y5 OBSGYn OBSGYn
Observation Z (m) OBSGEO-Z5 OBSGZn OBSGZn
Radial velocity (m s−1) VELOSYSa VSYSna VSYSna
Redshift of source ZSOURCEa ZSOUna ZSOUna
Angle of true velocity VELANGLa VANGna VANGna

Date-time related keywords (see Sect.9)
Date of HDU creation DATE

Date/time of observation DATE-OBS DOBSn DOBSn
MJD-OBS MJDOBn MJDOBn
BEPOCH

JEPOCH

Average date/time of observation DATE-AVG DAVGn DAVGn
MJD-AVG MJDAn MJDAn

Start date/time of observation DATE-BEG

MJD-BEG

TSTART

End date/time of observation DATE-END

MJD-END

TSTOP

Net exposure duration XPOSURE

Wall clock exposure duration TELAPSE

Time scale TIMESYS CTYPEia iCTYPn iCTYna TCTYPn TCTYna
Time zero-point (MJD) MJDREF6

Time zero-point (JD) JDREF6

Time zero-point (ISO) DATEREF

Reference position TREFPOS TRPOSn TRPOSn
Reference direction TREFDIR TRDIRn TRDIRn
Solar system ephemeris PLEPHEM

Time unit TIMEUNIT CUNITia iCUNIn iCUNna TCUNIn TCUNna
Time offset TIMEOFFS

Time absolute error TIMSYER CSYERia iCSYEn iCSYna TCSYn TCSYna
Time relative error TIMRDER CRDERia iCRDEn iCRDna TCRDn TCRDna
Time resolution TIMEDEL

Time location in pixel TIMEPIXR

Phase axis zero point CZPHSia iCZPHn iCZPna TCZPHn TCZPna
Phase axis period CPERIia iCPERn iCPRna TCPERn TCPRna

37



D
R

A
FT

38

Table 22 (continued)

Notes.The indexesj andi are pixel and intermediate world coordinate axis numbers, respectively. Within a table, the indexn refers to a column
number, andm refers to a coordinate parameter number. The indexk also refers to a column number. The indicatora is either blank (for the primary
coordinate description) or a characterA throughZ that specifies the coordinate version. See text.
(1) CROTAi form is deprecated but still in use. Itmust notbe used withPC i j, PV i m, andPS i m. (2) PCi j andCDi j forms of the transformation
matrix are mutually exclusive, andmust notappear together in the same HDU.(3) EPOCH is deprecated. UseEQUINOX instead.(4) These 8-character
keywords are deprecated; the 7-character forms, which can include an alternate version code letter at the end,shouldbe used instead.(5) For
the purpose of time reference position, geodetic latitude/longitude/elevationOBSGEO-B, OBSGEO-L, OBSGEO-H or an orbital ephemeris keyword
OBSORBIT can be also used (see Sect. 9.2.3).(6) [M]JDREF can be split in integer and fractional values[M]JDREFI and[M]JDREFF as explained
in Sect. 9.2.2.

code in the rangeA throughZ. Keywords that may be used in
this way to specify a coordinate system version are indicated in
Table 22 with the suffix a. All implied keywords with this encod-
ing arereserved keywords, andmustonly be used inFITSHDUs
as specified in this Standard. The axis numbersmustlie in the
range 1 through 99, and the coordinate parameterm mustlie in
the range 0 through 99, both with no leading zeros.

Theprimaryversion of the WCS description is that specified
with a as the blank character11. Alternative axis descriptions are
optional, butmust notbe specified unless the primary WCS de-
scription is also specified. If an alternative WCS description is
specified, all coordinate keywords for that versionmustbe given
even if the values do not differ from those of the primary version.
Rules for the default values of alternative coordinate descriptions
are the same as those for the primary description. The alterna-
tive descriptions are computed in the same fashion as the pri-
mary coordinates. The type of coordinate depends on the value
of CTYPEia, and may be linear in one of the alternative descrip-
tions and non-linear in another.

The alternative version codes are selected by theFITSwriter;
there is no requirement that the codes be used in alphabetic se-
quence, nor that one coordinate version differ in its parameter
values from another. An optional keywordWCSNAMEa is also de-
fined to name, and otherwise document, the various versions of
WCS descriptions:

WCSNAMEa – [character; default fora: ’ ’ (i.e., blank, for the
primary WCS, else a characterA throughZ that specifies the
coordinate version]. Name of the world coordinate system
represented by the WCS keywords with the suffix a. Its pri-
mary function is to provide a means by which to specify a
particular WCS if multiple versions are defined in the HDU.

8.3. Celestial coordinate system representations

The conversion from intermediate world coordinates (x, y) in the
plane of projection to celestial coordinates involves two steps: a
spherical projection to native longitude and latitude (φ, θ), de-
fined in terms of a convenient coordinate system (i.e.,native
spherical coordinates), followed by a spherical rotation of these
native coordinates to the required celestial coordinate system
(α, δ). The algorithm to be used to define the spherical projec-
tion mustbe encoded in theCTYPEi keyword as the three-letter
algorithm code, the allowed values for which are specified in
Table 23 and defined in references Calabretta & Greisen (2002)

11 There are a number of keywords (e.g.ijPCna) where thea could be
pushed off the 8-char keyword name for plausible values ofi, j, k, n, and
m. In such casesa is still said to be ‘blank’ although it is not the blank
character.

and Calabretta & Roukema (2007). The target celestial coordi-
nate system is also encoded into the left-most portion of the
CTYPEi keyword as the coordinate type.

For the final step, the parameterLONPOLEamust be specified,
which is the native longitude of the celestial pole,φp. For certain
projections (such as cylindricals and conics, which are less com-
monly used in astronomy), the additional keywordLATPOLEa
must be used to specify the native latitude of the celestial pole.
See Calabretta & Greisen (2002) for the transformation equa-
tions and other details.

The accepted celestial coordinate systems are: the standard
equatorial (RA-- andDEC-), and others of the formxLON and
xLAT for longitude-latitude pairs, wherex is G for Galactic,E for
ecliptic, H for helioecliptic andS for supergalactic coordinates.
Since the representation of planetary, lunar, and solar coordinate
systems could exceed the 26 possibilities afforded by the single
characterx, pairs of the formyzLN andyzLT maybe used as well.

RADESYSa – [character; default:FK4, FK5, or ICRS: see be-
low]. Name of the reference frame of equatorial or ecliptic
coordinates, whose valuemustbe one of those specified in
Table 24. The default value isFK4 if the value ofEQUINOXa
< 1984.0,FK5 if EQUINOXa≥ 1984.0, orICRS if EQUINOXa
is not given.

EQUINOXa – [floating point; default: see below]. Epoch of the
mean equator and equinox in years, whose valuemustbe
non-negative. The interpretation of epoch depends upon the
value ofRADESYSa if present:Besselianif the value isFK4
or FK4-NO-E, Julian if the value isFK5; not applicableif the
value isICRS or GAPPT.

EPOCH – [floating point]. This keyword is deprecated and
should notbe used in newFITSfiles. It is reserved primarily
to prevent its use with other meanings. TheEQUINOX key-
word shall be used instead. The value field of this keyword
was previously defined to contain a floating-point number
giving the equinox in years for the celestial coordinate sys-
tem in which positions are expressed.

DATE-OBS – [floating point]. This reserved keyword is defined
in Sect. 4.4.2.

MJD-OBS – [floating point; default:DATE-OBS if given, other-
wise no default]. Modified Julian Date (JD – 2,400,000.5) of
the observation, whose value corresponds (by default) to the
start of the observation, unless another interpretation is ex-
plained in the comment field. No specific time system (e.g.
UTC, TAI, etc.) is defined for this or any of the other time-
related keywords. It isrecommendedthat theTIMESYS key-
word, as defined inSect. 9.2.1be used to specify the time
system.See also Sect. 9.5.

LONPOLEa – [floating point; default:φ0 if δ0 ≥ θ0, φ0 + 180◦

otherwise]. Longitude in the native coordinate system of the
celestial system’s north pole. Normally,φ0 is zero unless a
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Table 23: Reserved celestial coordinate algorithm codes.

Default
Code φ0 θ0 Properties1 Projection name

Zenithal (azimuthal) projections
AZP 0◦ 90◦ Sect. 5.1.1 Zenithal perspective
SZP 0◦ 90◦ Sect. 5.1.2 Slant zenithal perspective
TAN 0◦ 90◦ Sect. 5.1.3 Gnomonic
STG 0◦ 90◦ Sect. 5.1.4 Stereographic
SIN 0◦ 90◦ Sect. 5.1.5 Slant orthographic
ARC 0◦ 90◦ Sect. 5.1.6 Zenithal equidistant
ZPN 0◦ 90◦ Sect. 5.1.7 Zenithal polynomial
ZEA 0◦ 90◦ Sect. 5.1.8 Zenithal equal-area
AIR 0◦ 90◦ Sect. 5.1.9 Airy

Cylindrical projections
CYP 0◦ 0◦ Sect. 5.2.1. Cylindrical perspective
CEA 0◦ 0◦ Sect. 5.2.2 Cylindrical equal area
CAR 0◦ 0◦ Sect. 5.2.3 Plate carrée
MER 0◦ 0◦ Sect. 5.2.4 Mercator

Pseudo-cylindrical and related projections
SFL 0◦ 0◦ Sect. 5.3.1 Samson-Flamsteed
PAR 0◦ 0◦ Sect. 5.3.2 Parabolic
MOL 0◦ 0◦ Sect. 5.3.3 Mollweide
AIT 0◦ 0◦ Sect. 5.3.4 Hammer-Aitoff

Conic projections
COP 0◦ θa Sect. 5.4.1 Conic perspective
COE 0◦ θa Sect. 5.4.2 Conic equal-area
COD 0◦ θa Sect. 5.4.3 Conic equidistant
COO 0◦ θa Sect. 5.4.4 Conic orthomorphic

Polyconic and pseudoconic projections
BON 0◦ 0◦ Sect. 5.5.1 Bonne’s equal area
PCO 0◦ 0◦ Sect. 5.5.2 Polyconic

Quad-cube projections
TSC 0◦ 0◦ Sect. 5.6.1 Tangential spherical cube
CSC 0◦ 0◦ Sect. 5.6.2 COBE quadrilateralized spherical cube
QSC 0◦ 0◦ Sect. 5.6.3 Quadrilateralized spherical cube

HEALPix grid projection
HPX 0◦ 0◦ Sect. 62 HEALPix grid

(1) Refer to the indicated section in Calabretta & Greisen (2002) for a detailed description.(2) This projection is defined in Calabretta & Roukema
(2007).

non-zero value has been set forPVi 1a, which is associated
with the longitudeaxis. This default applies for all values of
θ0, includingθ0 = 90◦, although the use of non-zero values
of θ0 are discouraged in that case.

LATPOLEa – [floating point; default: 90◦, or no default if
(θ0, δ0, φp − φ0) = (0, 0,±90◦)]. Latitude in the native coor-
dinate system of the celestial system’s north pole, or equiva-
lently, the latitude in the celestial coordinate system of the
native system’s north pole. May be ignored or omitted in
cases whereLONPOLEa completely specifies the rotation to
the target celestial system.

8.4. Spectral coordinate system representations

This section discusses the conversion of intermediate world co-
ordinates to spectral coordinates with common axes such as fre-
quency, wavelength, and apparent radial velocity (represented
here with the coordinate variablesν, λ, or v). The key point for
constructing spectral WCS inFITS is that one of these coordi-
natesmustbe sampled linearly in the dispersion axis; the others
are derived from prescribed, usually non-linear transformations.

Frequency and wavelength axesmayalso be sampled linearly in
their logarithm.

Following the convention for theCTYPEia keyword, wheni is
the spectral axis the first four charactersmustspecify a code for
the coordinate type; for non-linear algorithms the fifth character
mustbe a hyphen, and the next three charactersmustspecify a
predefined algorithm for computing the world coordinates from
the intermediate physical coordinates. The coordinate type must
be one of those specified in Table 25. When the algorithm is lin-
ear, the remainder of theCTYPEia keywordmustbe blank. When
the algorithm is non-linear, the 3-letter algorithm codemustbe
one of those specified in Table 26. The relationships between
the basic physical quantitiesν, λ, andv, as well as the relation-
ships between various derived quantities are given in reference
Greisen et al. (2006).

The generality of the algorithm for specifying the spectral
coordinate system and its representation suggests that some ad-
ditional description of the coordinate may be helpful beyond
what can be encoded in the first four characters of theCTYPEia
keyword;CNAMEia is reserved for this purpose. Note that this
keyword provides a name for an axis in a particular WCS, while
the WCSNAMEa keyword names the particular WCS as a whole.
In order to convert between some form of radial velocity and
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Table 24: Allowed values ofRADESYSa.

Value Definition
ICRS International Celestial Reference System
FK5 Mean place, new (IAU 1984) system
FK41 Mean place, old (Bessel-Newcomb) system
FK4-NO-E1 Mean place: but without eccentricity terms
GAPPT Geocentric apparent place, IAU 1984 system

(1) New FITS files should avoid using these older reference systems.

either frequency or wavelength, the keywordsRESTFRQa and
RESTWAVa, respectively, are reserved.

CNAMEia – [character; default: default:’ ’ (i.e. a linear, unde-
fined axis)]. Spectral coordinate description whichmust not
exceed 68 characters in length.

RESTFRQa – [floating point; default: none]. Rest frequency of
the of the spectral feature of interest. The physical unitmust
be Hz.

RESTWAVa – [floating point; default: none]. Vacuum rest wave-
length of the of the spectral feature of interest. The physical
unit mustbe m.

One or the other ofRESTFRQa or RESTWAVa shouldbe given
when it is meaningful to do so.

8.4.1. Spectral coordinate reference frames

Frequencies, wavelengths, and apparent radial velocitiesare al-
ways referred to some selected standard of rest (i.e., reference
frame). While the spectra are obtained they are, of necessity, in
the observer’s rest frame. The velocity correction from topocen-
tric (the frame in which the measurements are usually made) to
standard reference frames (whichmustbe one of those given in
Table 27) are dependent on the dot product with time-variable
velocity vectors. That is, the velocity with respect to a standard
reference frame depends upon direction, and the velocity (and
frequency and wavelength) with respect to the local standard
of rest is a function of the celestial coordinate within the im-
age. The keywordsSPECSYSa andSSYSOBSa are reserved and,
if used,mustdescribe the reference frame in use for the spectral
axis coordinate(s) and the spectral reference frame that was held
constant during the observation, respectively. In order tocom-
pute the velocities it is necessary to have the date and time of the
observation; the keywordsDATE-AVG andMJD-AVG are reserved
for this purpose.See also Sect. 9.5.

DATE-AVG – [character; default: none]. Calendar date of the
mid-point of the observation, expressed in the same way as
theDATE-OBS keyword.

MJD-AVG – [floating point; default: none]. Modified Julian Date
(JD – 2,400,000.5) of the mid-point of the observation.

SPECSYSa – [character; default: none]. The reference frame in
use for the spectral axis coordinate(s). Valid values are given
in Table 27.

SSYSOBSa– [character; default:TOPOCENT]. The spectral refer-
ence frame that is constant over the range of the non-spectral
world coordinates. Valid values are given in Table 27.

The transformation from the rest frame of the observer to a
standard reference frame requires a specification of the location

Table 26: Non-linear spectral algorithm codes.

Code1 Regularly sampled in Expressed as
F2W Frequency Wavelength
F2V Apparent radial velocity
F2A Air wavelength
W2F Wavelength Frequency
W2V Apparent radial velocity
W2A Air wavelength
V2F Apparent radial vel. Frequency
V2W Wavelength
V2A Air wavelength
A2F Air wavelength Frequency
A2W Wavelength
A2V Apparent radial velocity
LOG Logarithm Any four-letter type code
GRI Detector Any type code from Table 25
GRA Detector Any type code from Table 25
TAB Not regular Any four-letter type code
(1) Characters 6 through 8 of the value of the keywordCTYPEia.

on Earth12 of the instrument used for the observation in order to
calculate the diurnal Doppler correction due to the Earth’srota-
tion. The location, if specified,shallbe represented as a geocen-
tric Cartesian triple with respect to a standard ellipsoidal geoid
at the time of the observation. While the position can often be
specified with an accuracy of a meter or better, for most pur-
poses positional errors of several kilometers will have negligible
impact on the computed velocity correction. For details, see ref-
erence Greisen et al. (2006).

OBSGEO-X – [floating point; default: none].X−coordinate (in
meters) of a Cartesian triplet that specifies the location, with
respect to a standard, geocentric terrestrial reference frame,
where the observation took place. The coordinatemustbe
valid at the epochMJD-AVG or DATE-AVG.

OBSGEO-Y – [floating point; default: none].Y−coordinate (in
meters) of a Cartesian triplet that specifies the location, with
respect to a standard, geocentric terrestrial reference frame,
where the observation took place. The coordinatemustbe
valid at the epochMJD-AVG or DATE-AVG.

OBSGEO-Z – [floating point; default: none].Z−coordinate (in
meters) of a Cartesian triplet that specifies the location, with
respect to a standard, geocentric terrestrial reference frame,
where the observation took place. The coordinatemustbe
valid at the epochMJD-AVG or DATE-AVG.

Information on the relative radial velocity between the ob-
server and the selected standard of rest in the direction of the
celestial reference coordinatemaybe provided, and if soshall
be given by theVELOSYSa keyword. The frame of rest defined
with respect to the emitting source may be represented inFITS;
for this reference frame it is necessary to define the velocity with
respect to some other frame of rest. The keywordsSPECSYSaand
ZSOURCEa are used to document the choice of reference frame
and the value of the systemic velocity of the source, respectively.

SSYSSRCa – [character; default: none]. Reference frame for the
value expressed in theZSOURCEa keyword to document the

12 The specification of location for an instrument on a spacecraft in
flight requires an ephemeris; keywords that might be required in this
circumstance are not defined here.
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Table 25: Reserved spectral coordinate type codes.

Code1 Type Symbol Assoc. variable Default units
FREQ Frequency ν ν Hz
ENER Energy E ν J
WAVN Wavenumber κ ν m−1

VRAD Radio velocity2 V ν m s−1

WAVE Vacuum wavelength λ λ m
VOPT Optical velocity2 Z λ m s−1

ZOPT Redshift z λ ...
AWAV Air wavelength λa λa m
VELO Apparent radial velocity v v m s−1

BETA Beta factor (v/c) β v ...

(1) Characters 1 through 4 of the value of the keywordCTYPEia. (2) By convention, the ‘radio’ velocity is given byc(ν0 − ν)/ν0 and the ‘optical’
velocity is given byc(λ − λ0)/λ0.

Table 27: Spectral reference systems.

Value Definition
TOPOCENT Topocentric
GEOCENTR Geocentric
BARYCENT Barycentric
HELIOCEN Heliocentric
LSRK Local standard of rest (kinematic)
LSRD Local standard of rest (dynamic)
GALACTOC Galactocentric
LOCALGRP Local Group
CMBDIPOL Cosmic microwave background dipole
SOURCE Source rest frame

Notes.These are the allowed values of theSPECSYSa, SSYSOBSa, and
SSYSSRCa keywords.

systemic velocity of the observed source. Valuemustbe one
of those given in Table 27exceptfor SOURCE.

VELOSYSa – [floating point; default: none]. Relative radial ve-
locity between the observer and the selected standard of rest
in the direction of the celestial reference coordinate. Units
mustbe m s−1. The CUNITia keyword is not used for this
purpose since the WCS versiona might not be expressed in
velocity units.

ZSOURCEa – [floating point; default: none]. Radial velocity
with respect to an alternative frame of rest, expressed as a
unitless redshift (i.e., velocity as a fraction of the speedof
light in vacuum). Used in conjunction withSSYSSRCa to
document the systemic velocity of the observed source.

VELANGLa – [floating point; default:+90.]. In the case of rela-
tivistic velocities (e.g., a beamed astrophysical jet) thetrans-
verse velocity component is important. This keyword may
be used to express the orientation of the space velocity vec-
tor with respect to the plane of the sky. See Appendix A of
reference Greisen et al. (2006) for further details.

8.5. Conventional coordinate types

The firstFITSpaper (Wells et al. 1981) listed a number of ‘sug-
gested values’ for theCTYPEi keyword. Two of these have the
attribute the associated world coordinates can assume onlyinte-
ger values and that the meaning of these integers is only defined
by convention. The first ‘conventional’ coordinate isCTYPEia =
’COMPLEX’ to specify that complex values (i.e., pairs of real and
imaginary components) are stored in the data array (along with

Table 28: Example keywords for a 100 element array of complex
values.

Keyword
SIMPLE = T

BITPIX = -32

NAXIS = 2

NAXIS1 = 2

NAXIS2 = 100

CTYPE1 = ’COMPLEX’

CRVAL1 = 0.

CRPIX1 = 0.

CDELT1 = 1.

END

Table 29: Conventional Stokes values.

Value Symbol Polarization
1 I Standard Stokes unpolarized
2 Q Standard Stokes linear
3 U Standard Stokes linear
4 V Standard Stokes circular
−1 RR Right-right circular
−2 LL Left-left circular
−3 RL Right-left cross-circular
−4 LR Left-right cross-circular
−5 XX X parallel linear
−6 YY Y parallel linear
−7 XY XY cross linear
−8 YX YX cross linear

an optional weight factor). Thus, the complex axis of the data
array will contain two values (or three if the weight is specified).
By convention, the real component has a coordinate value of 1,
the imaginary component has a coordinate value of 2, and the
weight, if any, has a coordinate value of 3. Table 28 illustrates
the required keywords for an array of 100 complex values (with-
out weights).

The second conventional coordinate isCTYPEia= ’STOKES’
to specify the polarization of the data. Conventional values, their
symbols, and polarizations are given in Table 29.

9. Representations of time coordinates

Time as a dimension in astronomical data presents challenges
for its representation in FITS files. This section formulates the
representation of the time axis, or possibly multiple time axes,
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into the World Coordinate System (WCS) described in Sect. 8.
Much of the basic structure is employed, while extensions are
developed to cope with the differences between time and spatial
dimensions; notable amongst these differences is the huge dy-
namic range, covering the highest resolution timing relative to
the age of the Universe.

The precision with which any time stamp conforms to any
conventional time scale is highly dependent on the character-
istics of the acquiring system. The definitions of many conven-
tional time scales vary over their history along with the precision
that can be attributed to any time stamp. The meaning of any
time stamp may be ambiguous if a time scale is used for dates
prior to its definition by a recognized authority, or for dates af-
ter that definition is abandoned. However, common sense should
prevail: the precision in the description of the time coordinate
should be appropriate to the accuracy of the temporal informa-
tion in the data.

9.1. Time values

The three most common ways to specify time are: ISO-8601
(ISO 2004b), Julian Date (JD), or Modified Julian Date (MJD
= JD− 2, 400, 000.5; see IAU 1997). Julian Dates are counted
from Julian proleptic calendar date 1 January 4713 BCE at noon,
or Gregorian proleptic calendar date 24 November 4714 BCE,
also at noon. For an explanation of the calendars, see Rots etal.
(2015). Even though it is common to think of certain represen-
tations of time as absolute, time values in FITS filesshallall
be considered relative: elapsed time since a particular reference
point in time. It may help to view the “absolute” values as merely
relative to a globally accepted zero point. For a discussionof
the precision required to represent time values in floating-point
numbers, see Rots et al. (2015).

9.1.1. ISO-8601 datetimestrings

FITS datetime strings conform to a subset of ISO-8601 (which
in itself does not imply a particular time scale) for severaltime-
related keywords (Bunclark & Rots 1997), such asDATE-xxxx.
Heredatetimewill be used as a pseudo data type to indicate its
use, although its valuesmustbe written as a character string in
A format. The full specification for the format of thedatetime
string has been:

CCYY-MM-DD[Thh:mm:ss[.s...]]

All of the time partmaybe omitted (just leaving the date) or
the decimal secondsmaybe omitted. Leading zeroesmust not
be omitted and timezone designators arenot allowed. This def-
inition is extended to allow five-digit years with amandatory
sign, in accordance with ISO-8601. That is, oneshalluse either
theunsignedfour-digit year format or thesignedfive-digit year
format:

[±C]CCYY-MM-DD[Thh:mm:ss[.s...]]

Note the following:

– In counting years, ISO-8601 follows the convention of in-
cluding year zero. Consequently, for negative year numbers

there is an offset of one from BCE dates which do not recog-
nize a year zero. Thus year 1 corresponds to 1 CE, year 0 to
1 BCE, year−1 to 2 BCE, and so on.

– The earliest date that may be represented in the four-digit
year format is0000-01-01T00:00:00 (in the year 1 BCE);
the latest date is9999-12-31T23:59:59. This representa-
tion of time is tied to the Gregorian calendar. In conformance
with the present ISO-8601:2004(E) standard (ISO 2004b)
dates prior to 1582mustbe interpreted according to the pro-
leptic application of the rules of Gregorius XIII. For dates
not covered by that range the use of Modified Julian Date
(MJD) or Julian Date (JD) numbers or the use of the signed
five-digit year format isrecommended.

– In the five-digit year format the earliest and latest dates are
-99999-01-01T00:00:00 (i.e.,−100 000 BCE) and
+99999-12-31T23:59:59.

– The origin of JD can be written as:
-04713-11-24T12:00:00.

– In time scale UTC the integer part of the seconds field runs
from 00 to 60 (in order to accommodate leap seconds); in all
other time scales the range is 00 to 59.

– The ISO-8601datetimedata type isnot allowedin image
axis descriptions sinceCRVAL is required to be a floating
point value.

– ISO-8601datetimedoes not imply the use of any particular
time scale (see Section 9.2.1).

– As specified by Bunclark & Rots (1997), time zones are ex-
plicitly not supported in FITS and, consequently, appending
the letter‘Z’ to a FITS ISO-8601 string isnot allowed. The
rationale for this rule is that its role in the ISO standard is
that of a time zone indicator, not a time scale indicator. As
the concept of a time zone is not supported in FITS, the use
of time zone indicator is inappropriate.

9.1.2. Julian and Besselian epochs

In a variety of contextsepochsare provided with astronomical
data. Until 1976 these were commonly based on the Besselian
year (see Sect. 9.3), with standard epochs B1900.0 and B1950.0.
After 1976 the transition was made to Julian epochs based on
the Julian year of 365.25 days, with the standard epoch J2000.0.
They are tied to time scales ET and TDB, respectively. Note
that the Besselian epochs are scaled by the variable length of the
Besselian year (see Sect. 9.3 and its cautionary note, whichalso
applies to this context). The Julian epochs are easier to calculate,
as long as one keeps track of leap days.

9.2. Time coordinate frame

9.2.1. Time scale

Thetime scaledefines the temporal reference frame, and is spec-
ified in the header in one of a few ways, depending upon the con-
text. When recorded as a global keyword, the time scaleshallbe
specified by:

TIMESYS – [character; default:’UTC’]. The value field of this
keywordshallcontain a character string code for the time
scale of the time-related keywords. Therecommendedvalues
for this keyword in Table 30 have well defined meanings, but
other valuesmaybe used. If this keyword is absent,’UTC’
mustbe assumed.
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In relevant contexts (e.g., time axes in image arrays, table
columns, or random groups)TIMESYS maybe overridden by a
time scale recorded inCTYPEia, its binary table equivalents, or
PTYPEi (see Table 22).

The keywordsTIMESYS, CTYPEia, TCTYPn, andTCTYna or
binary table equivalentmayassume the values listed in Table
30. In addition, for backward compatibility, all exceptTIMESYS

andPTYPEi mayalso assume the valueTIME (case-insensitive),
whereupon the time scaleshallbe that recorded inTIMESYS or,
in its absence, its default value,UTC. As noted above, local time
scales other than those listed in Table 30maybe used, but their
useshouldbe restricted to alternate coordinates in order that the
primary coordinates will always refer to a properly recognized
time scale.

See Rots et al. (2015), Appendix A, for a detailed discussion
of the various time scales. In cases where high-precision tim-
ing is important one may append a specific realization, in paren-
theses, to the values in the table; e.g.,TT(TAI), TT(BIPM08),
UTC(NIST). Note that linearity is not preserved across all time
scales. Specifically, if the reference position remains unchanged
(see Section 9.2.3), the first ten, with the exception ofUT1, are
linear transformations of each other (excepting leap seconds), as
areTDB andTCB. On averageTCB runs faster thanTCG by approx-
imately 1.6×10−8, but the transformation fromTT orTCG (which
are linearly related) is to be achieved through a time ephemeris
as provided by Irwin & Fukushima (1999).

The relations between coordinate time scales and their dy-
namical equivalents have been defined as:

T(TCG)= T(TT) + LG × 86400× (JD(TT) − JD0)
T(TDB) = T(TCB)−LB×86400×(JD(TCB)−JD0)+T DB0

where:
T is in seconds
LG = 6.969290134× 10−10

LB = 1.550519768× 10−8

JD0 = 2443144.5003725
T DB0 = −6.55× 10−5 s

Linearity is virtually guaranteed since images and individual ta-
ble columns do not allow more than one reference position to
be associated with them, and since there is no overlap between
reference positions that are meaningful for the first nine time
scales on the one hand, and for the barycentric ones on the other.
All use of the time scale GMT in FITS filesshallbe taken to
have its zero point at midnight, conformant with UT, including
dates prior to 1925. For high-precision timing prior to 1972, see
Rots et al. (2015), Appendix A.

Some time scales in use are not listed in Table 30 because
they are intrinsically unreliable or ill-defined. When used, they
shouldbe tied to one of the existing scales with appropriate spec-
ification of the uncertainties; the same is true for free-running
clocks. However, a local time scale such as MET (Mission
Elapsed Time) or OET (Observation Elapsed Time)maybe de-
fined for practical reasons. In those cases the time reference
value (see Section 9.2.2)shall notbe applied to the values, and
it is stronglyrecommendedthat such timescales be provided as
alternate time scales, with a defined conversion to a recognized
time scale.

It is useful to note that while UT1 is, in essence, an angle (of
the Earth’s rotation –i.e.,aclock), the others are SI-second coun-
ters (chronometers); UTC, by employing leap seconds, serves as
a bridge between the two types of time scales.

Table 30: Recognized Time Scale Values

Value Meaning
TAI (International Atomic Time): atomic time standard

maintained on the rotating geoid
TT (Terrestrial Time; IAU standard): defined on the ro-

tating geoid, usually derived as TAI+ 32.184 s
TDT (Terrestrial Dynamical Time): synonym for TT (dep-

recated)
ET (Ephemeris Time): continuous with TT; should not

be used for data taken after 1984-01-01
IAT synonym for TAI (deprecated)
UT1 (Universal Time): Earth rotation time
UTC (Universal Time, Coordinated; default): runs syn-

chronously with TAI, except for the occasional in-
sertion of leap seconds intended to keep UTC within
0.9 s of UT1; as of 2012-07-01 UTC= TAI − 35 s

GMT (Greenwich Mean Time): continuous with UTC; its
use is deprecated for dates after 1972-01-01

UT()1 (Universal Time, with qualifier): for high-precision
use of radio signal distributions between 1955 and
1972; see Rots et al. (2015), Appendix A

GPS (Global Positioning System): runs (approximately)
synchronously with TAI; GPS≈ TAI − 19 s

TCG (Geocentric Coordinate Time): TT reduced to the
geocenter, corrected for the relativistic effects of
the Earth’s rotation and gravitational potential; TCG
runs faster than TT at a constant rate

TCB (Barycentric Coordinate Time): derived from TCG
by a 4-dimensional transformation, taking into ac-
count the relativistic effects of the gravitational po-
tential at the barycenter (relative to that on the ro-
tating geoid) as well as velocity time dilation vari-
ations due to the eccentricity of the Earth’s orbit,
thus ensuring consistency with fundamental physi-
cal constants; Irwin & Fukushima (1999) provide a
time ephemeris

TDB (Barycentric Dynamical Time): runs slower than
TCB at a constant rate so as to remain approximately
in step with TT; runs therefore quasi-synchronously
with TT, except for the relativistic effects introduced
by variations in the Earth’s velocity relative to the
barycenter. When referring to celestial observations,
a pathlength correction to the barycenter may be
needed which requires the Time Reference Direction
used in calculating the pathlength correction.

LOCAL for simulation data and for free-running clocks.

1Specific realization codes may be appended to these values, in
parentheses; see text. For a more detailed discussion of time
scales, see Rots et al. (2015), Appendix A.

9.2.2. Time reference value

The time reference value isnot requiredto be present in an HDU.
However, if the time reference point is specified explicitlyit must
be expressed in one of ISO-8601, JD, or MJD. These reference
valuesmustonly be applied to time values associated with one
of the recognized time scales listed in Table 30, and that time
scalemustbe specified explicitly or implicitly as explained in
Sect. 9.2.1.

The reference point in time, to which all times in the HDU
are relative,shall be specified through one of three keywords:
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MJDREF – [floating-point]; default: 0.0] The value field of this
keyword shall contain the value of the reference time in
MJD.

JDREF – [floating-point; default: None] The value field of this
keywordshallcontain the value of the reference time in JD.

DATEREF – [datetime; default: None] The value field of this
keywordshall contain a character string representation of the
reference time in ISO-8601 format.

MJDREF andJDREF may, for clarity or precision reasons, be split
into two keywords holding the integer and fractional parts sepa-
rately:

MJDREFI – [integer; default: 0] The value field of this keyword
shall contain the integer part of reference time in MJD.

MJDREFF – [floating-point; default: 0.0] The value field of this
keywordshall contain the fractional part of reference time in
MJD.

JDREFI – [integer; default: None] The value field of this key-
wordshallcontain the integer part of reference time in JD.

JDREFF – [floating-point; default: None] The value field of this
keywordshall contain the fractional part of reference time in
JD.

If [M]JDREF and both[M]JDREFI and [M]JDREFF are
present, the integer and fractional values shall have precedence
over the single value. If the single value is present with oneof
the two parts, the single value shall have precedence. In thefol-
lowing, MJDREF andJDREF refer to their literal meaning or the
combination of their integer and fractional parts. If a header con-
tains more than one of these keywords,JDREF shallhave prece-
dence overDATEREF and MJDREF shall have precedence over
both the others. If none of the three keywords is present, there is
no problem as long as all times in the HDU are expressed in ISO-
8601; otherwiseMJDREF = 0.0mustbe assumed. IfTREFPOS =
’CUSTOM’ (Section 9.2.3) it is legitimate for none of the refer-
ence time keywords to be present, as one may assume the data
are from a simulation. Note that thevalueof the reference time
has global validity for all time values, but it does not have apar-
ticular time scale associated with it.

9.2.3. Time reference position

An observation is an event in space-time. The reference position
specifies the spatial location at which the time is valid, either
where the observation was made or the point in space for which
light-time corrections have been applied. When recorded asa
global keyword, the time reference positionshallbe specified
by:

TREFPOS – [character; default:TOPOCENTER]. The value field
of this keywordshall contain a character string code for the
spatial location at which the observation time is valid. The
valueshouldbe one of those given in Table 31. This keyword
shall apply to time coordinate axes in images as well.

In binary tables different columnsmayrepresent completely
different Time Coordinate Frames. However, each column can
have only one time reference position, thus guaranteeing linear-
ity (see Section 9.2.1).

TRPOSn – [character; default:TOPOCENTER] The value field of
this keywordshallcontain a character string code for the
spatial location at which the observation time is valid. This
table keywordshalloverrideTREFPOS.

The reference position valuemaybe a standard location
(such asGEOCENTER or TOPOCENTER) or a point in space de-
fined by specific coordinates. In the latter case one should be
aware that a (3-D) spatial coordinate frame needs to be defined
that is likely to be different from the frame(s) that the data are
associated with. Note thatTOPOCENTER is only moderately infor-
mative if no observatory location is provided or indicated.The
commonly allowed standard values are shown in Table 31. Note
that for the gaseous planets the barycenters of their planetary
systems, including satellites, are used for obvious reasons. While
it is preferable to spell the location names out in full, in order to
be consistent with the practice of Greisen et al. (2006) the val-
ues are allowed to be truncated to eight characters. Furthermore,
in order to allow for alternative spellings, only the first three
characters of all these valuesshallbe considered significant. The
value of the keywordshallbe case-sensitive.

Table 31: Standard Time Reference Position Values

Value1 Meaning
TOPOCENTER Topocenter: the location from where the ob-

servation was made (default)
GEOCENTER Geocenter
BARYCENTER Barycenter of the Solar System
RELOCATABLE Relocatable: to be used for simulation data

only
CUSTOM A position specified by coordinates that is

not the observatory location

Less common, but allowed standard values are:

HELIOCENTER Heliocenter
GALACTIC Galactic center

EMBARYCENTER Earth-Moon barycenter
MERCURY Center of Mercury
VENUS Center of Venus
MARS Center of Mars

JUPITER Barycenter of the Jupiter system
SATURN Barycenter of the Saturn system
URANUS Barycenter of the Uranus system
NEPTUNE Barycenter of the Neptune system

Notes.(1)Recognized values forTREFPOS, TRPOSn; only the first three
characters of the values are significant and solar system locations are as
specified in the JPL Ephemerides.

The reader is cautioned that time scales and reference posi-
tions cannot be combined arbitrarily if one wants a clock that
runs linearly atTREFPOS. Table 32 provides a summary of com-
patible combinations.BARYCENTER shouldonly be used in con-
junction with time scalesTDB andTCB andshouldbe the only
reference position used with these time scales. With propercare
GEOCENTER, TOPOCENTER, andEMBARYCENTER are appropriate
for the first ten time scales in Table 30. However, relativistic
effects introduce a (generally linear) scaling in certain combi-
nations; highly eccentric spacecraft orbits are the exceptions.
Problems will arise when using a reference position on another
solar system body (includingHELIOCENTER). Therefore it isrec-
ommendedto synchronize the local clock with one of the time
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Table 32: Compatibility of Time Scales and Reference Positions

Reference Time scale1

Position TT, TDT TCG TDB TCB LOCAL
TAI, IAT

GPS
UTC, GMT

TOPOCENTER t ls
GEOCENTER ls c
BARYCENTER ls c
RELOCATABLE c
Other2 re re

Notes.(1)Legend (combination is not recommended if no entry);c: cor-
rect match; reference position coincides with the spatial origin of the
space-time coordinates;t: correct match on Earth’s surface, otherwise
usually linear scaling;ls: linear relativistic scaling;re: non-linear rela-
tivistic scaling.(2)All other locations in the solar system.

scales defined on the Earth’s surface,TT, TAI, GPS, or UTC (in
the last case: beware of leap seconds). This is common practice
for spacecraft clocks. Locally, such a clock will not appearto
run at a constant rate, because of variations in the gravitational
potential and in motions with respect to Earth, but the effects
can be calculated and are probably small compared with errors
introduced by the alternative: establishing a local time standard.

In order to provide a complete description,TOPOCENTER
requires the observatory’s coordinates to be specified. There
are three options:(a) the ITRS Cartesian coordinates defined
in Sect. 8.4.1 (OBSGEO-X, OBSGEO-Y, OBSGEO-Z), which are
strongly preferred; (b) a geodetic latitude/longitude/elevation
triplet (defined below); or(c) a reference to an orbit ephemeris
file. A set of geodetic coordinates is recognized:

OBSGEO-B – [floating-point] The value field of this keyword
shall contain the latitude of the observation in deg, with
North positive.

OBSGEO-L – [floating-point] The value field of this keyword
shall contain the longitude of the observation in deg, with
East positive.

OBSGEO-H – [floating-point] The value field of this keyword
shall contain the altitude of the observation in meters.

An orbital ephemeris file can instead be specified:

OBSORBIT – [character] The value field of this keyword
shall contain the character-string URI, URL, or the name of
an orbit ephemeris file.

Beware that only one set of coordinates is allowed in a given
HDU. Cartesian ITRS coordinates are the preferred coordinate
system; however, when using these in an environment requir-
ing nanosecond accuracy, one should take care to distinguish
between meters consistent with TCG or with TT. If one uses
geodetic coordinates, the geodetic altitudeOBSGEO-H is mea-
sured with respect to the IAU 1976 ellipsoid which is defined
as having a semi-major axis of 6 378 140 m and an inverse flat-
tening of 298.2577.

A non-standard location indicated byCUSTOM mustbe spec-
ified in a manner similar to the specification of the observa-
tory location (indicated byTOPOCENTER). One should be care-
ful with the use of theCUSTOM value and not confuse it with

TOPOCENTER, as use of the latter imparts additional information
on the provenance of the data.

ITRS coordinates (X,Y,Z) may be derived from geodetic co-
ordinates (L,B,H) through:

X = (N(B) + H) cos(L) cos(B)

Y = (N(B) + H) sin(L) cos(B)

Z = (N(B)(1− e2) + H) sin(B)

where:

N(B) =
a

√

1− e2 sin2(B)

e2 = 2 f − f 2

a is the semi-major axis, andf is the inverse of the in-
verse flattening. Nanosecond precision in timing requires that
OBSGEO-[BLH] be expressed in a geodetic reference frame de-
fined after 1984 in order to be sufficiently accurate.

9.2.4. Time reference direction

If any pathlength corrections have been applied to the time
stamps (i.e., if the reference position is notTOPOCENTER for ob-
servational data), the reference direction that is used in calculat-
ing the pathlength delayshouldbe provided in order to maintain
a proper analysis trail of the data. However, this is useful only
if there is also information available on the location from where
the observation was made (the observatory location). The direc-
tion will usually be provided in a spatial coordinate frame that
is already being used for the spatial metadata, although it is con-
ceivable that multiple spatial frames are involved, e.g., spherical
ICRS coordinates for celestial positions, and Cartesian FK5 for
spacecraft ephemeris. The time reference direction does not by
itself provide sufficient information to perform a fully correct
transformation; however, within the context of a specific analy-
sis environment it should suffice.

The uncertainty in the reference direction affects the errors
in the time stamps. A typical example is provided by barycentric
corrections where the time error is related to the position error:

terr(ms)≤ 2.4poserr(arcsec)

The reference direction is indicated through a reference tospe-
cific keywords. These keywordsmayhold the reference direc-
tion explicitly or (for data in BINTABLEs) indicate columns
holding the coordinates. In event lists where the individual
photons are tagged with a spatial position, those coordinates
mayhave been used for the reference direction and the reference
will point to the columns containing these coordinate values. The
time reference directionshallbe specified by the keyword:

TREFDIR – [character] The value field of this keyword
shallcontain a character string composed of: the name of the
keyword containing the longitudinal coordinate, followed
by a comma, followed by the name of the keyword con-
taining the latitudinal coordinate. This reference direction
shallapply to time coordinate axes in images as well.
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In binary tables different columnsmayrepresent completely
different Time Coordinate Frames. However, also in that situ-
ation the condition holds that each column can have only one
Time Reference Direction. Hence, the following keyword may
overrideTREFDIR:

TRDIRn – [character] The value field of this keyword
shall contain a character string consisting of the name of the
keyword or column containing the longitudinal coordinate,
followed by a comma, followed by the name of the keyword
or column containing the latitudinal coordinate. This refer-
ence directionshallapply to time coordinate axes in images
as well.

9.2.5. Solar System Ephemeris

If applicable, the Solar System ephemeris used for calculating
pathlength delaysshouldbe identified. This is particularly per-
tinent when the time scale isTCB or TDB. The ephemerides that
are currently most often used are those from JPL (2014a,b).

The Solar System ephemeris used for the data (if required)
shallbe indicated by the following keyword:

PLEPHEM – [character; default:’DE405’] The value field of this
keywordshallcontain a character string code for the name
of the Solar System ephemeris, the only permitted values for
which are given in Table 33.

Table 33: Valid solar systemephemerides

Value Reference
’DE200’ Standish (1990); considered obsolete, but still in use
’DE405’ Standish (1998); default
’DE421’ Folkner, et al. (2009)
’DE430’ Folkner, et al. (2014)
’DE431’ Folkner, et al. (2014)
’DE432’ Folkner, et al. (2014)

Future ephemerides in this seriesshallbe accepted and rec-
ognized as they are released.

9.3. Time unit

When recorded as a global keyword, the unit used to express
timeshall be specified by:

TIMEUNIT – [character; default:’s’] The value field of this
keyword shallcontain a character string that specifies the
time unit; the valueshouldbe one of those given in Table 34.
This time unitshallapply to all time instances and durations
that do not have an implied time unit (such as is the case
for JD, MJD, ISO-8601, J and B epochs). If this keyword is
absent,’s’ shallbe assumed.

In an appropriate context, e.g., when an image has a time axis,
TIMEUNIT maybe overridden by theCUNITia keywords and
their binary table equivalents (see Table 22).

The specification of the time unit allows the values defined
in Greisen & Calabretta (2002), shown in Table 34, with the ad-
dition of the century. See also Sect. 4.3 for generalities about
units.

Table 34: Recommended time units

Value Definition
’s’ second (default)
’d’ day (= 86,400 s)
’a’ (Julian) year (= 365.25 d)
’cy’ (Julian) century (= 100 a)

The following values are also acceptable:

’min’ minute (= 60 s)
’h’ day (= 86,400 s)
’yr’ (Julian) year (= a = 365.25 d)
’ta’ tropical year
’Ba’ Besselian year

The use ofta and Ba is not encouraged, but there are
data and applications that require the use of tropical yearsor
Besselian epochs (see Section 9.1.2). The length of the tropical
year,ta, in days is:

1 ta = 365.24219040211236− 0.00000615251349T

−6.0921× 10−10 T2 + 2.6525× 10−10 T3 (d)

whereT is in Julian centuries since J2000, using time scale TDB.
The length of the Besselian year in days is:

1Ba= 365.2421987817− 0.00000785423T (d)

whereT is in Julian centuries since J1900, using time scale ET,
although for these purposes the difference with TDB is negligi-
ble.

Readers are cautioned that the subject of tropical and
Besselian years presents a particular quandary for the specifi-
cation of standards. The expressions presented here are themost
accurate available, but are applicable for use when creating data
files (which is strongly discouraged), rather than for interpret-
ing existing data that are based upon these units. But there is
no guarantee that the authors of the data applied these particu-
lar definitions. Users are therefore advised to pay close attention
and attempt to ascertain what the authors of the data really used.

9.4. Time offset, binning, and errors

9.4.1. Time offset

A uniform clock correction may be applied in bulk with the fol-
lowing single keyword.

TIMEOFFS – [floating-point; default: 0.0] The value field of
this keywordshallcontain the value of the offset in time
that shallbe added to the reference time, given by one of:
MJDREF, JDREF, or DATEREF.

The time offset may serve to set a zero-point offset to a rela-
tive time series, allowing zero-relative times, or just higher pre-
cision, in the time stamps. Its default value is zero. The value of
this keyword affects the values ofTSTART, andTSTOP, as well as
any time pixel values in a binary table. However, this construct
mayonly be used in tables andmust notbe used in images.

9.4.2. Time resolution and binning

The resolution of the time stamps (the width of the time sam-
pling function)shallbe specified by:
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TIMEDEL – [floating-point] The value field of this keyword
shall contain the value of the time resolution in the units of
TIMEUNIT. This construct, when present,shall onlybe used
in tables andmust notbe used in images.

In tables this may, for instance, be the size of the bins for time
series data or the bit precision of the time stamp values.

When data are binned in time bins (or, as a special case,
events are tagged with a time stamp of finite precision) it is im-
portant to know to the position within the bin (or pixel) to which
the time stamp refers. Coordinate values normally correspond
to the center of all pixels (see Sect. 8.2); yet clock readings are
effectively truncations, not rounded values, and therefore corre-
spond to the lower bound of the pixel.

TIMEPIXR – [floating-point; default: 0.5] The value field of this
keyword shallcontain the value of the position within the
pixel, from 0.0 to 1.0, to which the time-stamp refers. This
construct, when present,shall onlybe used in tables andmust
notbe used in images.

A value of 0.0 may be more common in certain contexts, e.g.
when truncated clock readings are recorded, as is the case for
almost all event lists.

9.4.3. Time errors

The absolute time error is the equivalent of a systematic error,
shallbe given by the following keyword:

TIMSYER – [floating-point; default: 0.] The value field of this
keywordshallcontain the value of the absolute time error, in
units ofTIMESYS.

This keywordmaybe overridden, in appropriate context (e.g.,
time axes in image arrays or table columns; by theCSYERia key-
words and their binary table equivalents (see Table 22).

The relative time error specifies accuracy of the time stamps
relative to each other. This error will usually be much smaller
than the absolute time error. This error is equivalent to a random
error, andshallbe given by the following keyword:

TIMRDER – [floating-point; default: 0.] The value field of this
keywordshallcontain the value of the relative time error, i.e.
the random error between time stamps, in units ofTIMESYS.

This keywordmaybe overridden, in appropriate context (e.g.,
time axes in image arrays or table columns; by theCRDERia key-
words and their binary table equivalents (see Table 22).

9.5. Global time keywords

The time keywords in Table 35 are likely to occur in headers
even when there are no time axes in the data. Except forDATE,
they provide the top-level temporal bounds of the data in the
HDU. As noted before, they may also be implemented as table
columns. Keywords not previously described are defined below;
all are included in the summary Table 22.

DATE-BEG – [datetime] The value field of this keyword
shall contain a character string in ISO-8601 format that spec-
ifies the start time of data acquisition in the time system spec-
ified by theTIMESYS keyword.

Table 35: Keywords for global time values

Keyword Notes
DATE Defined in Sect. 4.4.2
DATE-OBS Defined in Sect. 4.4.2. Keyword value was not re-

stricted to mean the start time of an observation, and
has historically also been used to indicate some form
of mean observing date and time. To avoid ambiguity
useDATE-BEG instead.

DATE-BEG Defined in this section.
DATE-AVG Defined in Sect. 8.4.1. The method by which aver-

age times should be calculated is not defined by this
Standard.

DATE-END Defined in this section.
MJD-OBS Defined in Sect. 8.3
MJD-BEG Defined in this section.
MJD-AVG Defined in Sect. 8.4.1. The method by which aver-

age times should be calculated is not defined by this
Standard.

MJD-END Defined in this section.
TSTART Defined in this section.
TSTOP Defined in this section.

DATE-END – [datetime] The value field of this keyword
shallcontain a character string in ISO-8601 format that spec-
ifies the stop time of data acquisition in the time system spec-
ified by theTIMESYS keyword.

MJD-BEG – [floating-point] The value field of this keyword
shallcontain the value of the MJD start time of data acquisi-
tion in the time system specified by theTIMESYS keyword.

MJD-END – [floating-point] The value field of this keyword
shallcontain the value of the MJD stop time of data acquisi-
tion in the time system specified by theTIMESYS keyword.

TSTART – [floating-point] The value field of this keyword
shallcontain the value of the start time of data acquisition in
units of TIMEUNIT, relative toMJDREF, JDREF, or DATEREF
andTIMEOFFS, in the time system specified by theTIMESYS
keyword.

TSTOP – [floating-point] The value field of this keyword
shallcontain the value of the stop time of data acquisition in
units of TIMEUNIT, relative toMJDREF, JDREF, or DATEREF
andTIMEOFFS, in the time system specified by theTIMESYS
keyword.

The alternate-axis equivalent keywords for BINTABLEs,
DOBSn, MJDOBn, DAVGn, andMJDAn, as defined in Table 22, are
also allowed. Note that of the above onlyTSTART andTSTOP are
relative to the time reference value. As in the case of the time ref-
erence value (see Section 9.2.2), the JD values supersede DATE
values, and MJD values supersede both, in cases where conflict-
ing values are present.

It should be noted that, although they do not represent global
time values within an HDU, theCRVALia andCDELTia keywords,
and their binary table equivalents (see Table 22), also represent
(binary) time values. They should be handled with the same care
regarding precision when combining them with the time refer-
ence value as any other time value.

Finally, Julian and Besselian epochs (see Sections 9.1.2 and
9.3) maybe expressed by these two keywords – to be used
with great caution, as their definitions are more complicated and
hence their use more prone to confusion:
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JEPOCH – [floating-point] The value field of this keyword
shall contain the value of the Julian epoch, with an implied
time scale of’TDB’.

BEPOCH – [floating-point] The value field of this keyword
shall contain the value of the Besselian epoch, with an im-
plied time scale of’ET’.

When these epochs are used as time stamps in a table column
their interpretation will be clear from the context. When the key-
words appear in the header without obvious context, theymust
be regarded as equivalents ofDATE-OBS andMJD-OBS, i.e., with
no fixed definition as to what part of the dataset they refer to.

9.6. Other time coordinate axes

There are a few coordinate axes that are related to time and that
are accommodated in this standard: (temporal)phase, timelag,
and frequency. Phase results from folding a time series on a
given period, and can appear in parallel withtime as an alter-
nate description of the same axis. Timelag is the coordinateof
cross- and auto-correlation spectra. The temporalfrequencyis
the Fourier transform equivalent of time and, particularly, the
coordinate axis of power spectra; spectra where the dependent
variable is the electromagnetic field are excluded here, butsee
Greisen et al. (2006). These coordinate axesshallbe specified
by givingCTYPEi and its binary table equivalents one of the val-
ues:PHASE, TIMELAG, or FREQUENCY.

Timelag units are the regular time units, and the basic unit
for frequency isHz. Neither of these two coordinates is a linear
or scaled transformation of time, and therefore cannot appear in
parallel with time as an alternate description. That is, a given
vector of values for an observable can be paired with a coordi-
nate vector of time, or timelag, or frequency, but not with more
than one of these; the three coordinates are orthogonal.

Phase can appear in parallel with time as an alternate descrip-
tion of the same axis. Phaseshallbe recorded in the following
keywords:

CZPHSia – [floating-point] The value field of this keyword
shall contain the value of the time at the zero point of a phase
axis. Its unitsmaybedeg, rad, or turn.

CPERIia – [floating-point] The value field of this keyword, if
presentshall contain the value of the period of a phase axis.
This keyword can be used only if the period is a constant; if
that is not the case, this keywordshouldeither be absent or
set to zero.

CZPHSia may instead appear in binary table formsTCZPHn,
TCZPna, iCZPHn, and iCZPna. CPERIia may instead appear in
binary table formsTCPERn, TCPRna, iCPERn, and iCPRna. The
Phase, period and zero pointshall be expressed in the globally
valid time reference frame and unit as defined by the global key-
words (or their defaults) in the header.

9.7. Durations

There is an extensive collection of header keywords that indi-
cate time durations, such as exposure times, but there are many
pitfalls and subtleties that make this seemingly simple concept
treacherous. Because of their crucial role and common use, key-
words are defined below to record exposure and elapsed time.

XPOSURE – [floating-point] The value field of this keyword
shallcontain the value for the effective exposure duration for
the data, corrected for dead time and lost time in the units
of TIMEUNIT. If the HDU contains multiple time slices, this
valueshall be the total accumulated exposure time over all
slices.

TELAPSE – [floating-point] The value field of this keyword
shallcontain the value for the amount of time elapsed, in
the units ofTIMEUNIT, between the start and the end of the
observation or data stream.

Durationsmust notbe expressed in ISO-8601 format, but
only as actual durations (i.e., numerical values) in the units of
the specified time unit.

Good-Time-Interval (GTI) tables are common for exposures
with gaps in them, particularly photon-event files, as they make
it possible to distinguish time intervals with “no signal detected”
from “no data taken.” GTI tables in BINTABLE extensions
must contain two mandatory columns,START and STOP, and
maycontain one optional column,WEIGHT. The first two define
the interval, the third, with a value between 0 and 1, the quality
of the interval;i.e.,a weight of 0 indicates aBad-Time-Interval.
WEIGHT has a default value of 1. Any time interval not covered
in the table shall be considered to have a weight of zero.

9.8. Recommended best practices

The following guidelines should be helpful in creating dataprod-
ucts with a complete and correct time representation.

– The presence of the informationalDATE keyword isstrongly
recommendedin all HDUs.

– One or more of the informational keywordsDATE-xxxx
and/or MJD-xxxx shouldbe present in all HDUs whenever a
meaningful value can be determined. This also applies, e.g.,
to catalogs derived from data collected over a well-defined
time range.

– The global keywordTIMESYS is strongly recommended.
– The global keywordsMJDREF or JDREF or DATEREF arerec-

ommended.
– The remaining informational and global keywordsshouldbe

present whenever applicable.
– All context-specific keywordsshallbe present as needed and

required by the context of the data.

9.8.1. Global keywords and overrides

For reference to the keywords that are discussed here, see Table
22. The globally applicable keywords listed in section B of the
table serve as default values for the correspondingC* andTC*
keywords in that same section, but only when axis and column
specifications (including alternate coordinate definitions) use a
time scale listed in Table 30 or when the correspondingCTYPE

or TTYPE keywords are set to the value’TIME’. Any alternate
coordinate specified in a non-recognized time scale assumesthe
value of the axis pixels or the column cells, optionally modified
by applicable scaling and/or reference value keywords; see also
Section 9.2.1.
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9.8.2. Restrictions on alternate descriptions

An image will have at most one time axis as identified by hav-
ing the CTYPEi value of TIME or one of the values listed in
Table 30. Consequently, as long as the axis is identified through
CTYPEi, there is no need to have axis number identification
on the global time-related keywords. It is expressly prohibited
to specify more than one time reference position on this axis
for alternate time coordinate frames, since this would giverise
to complicated model-dependent non-linear relations between
these frames. Hence, time scalesTDB andTCB (or ET, to its pre-
cision) may be specified in the same image, but cannot be com-
bined with any of the first nine time scales in Table 30; those first
nine can be expressed as linear transformations of each other,
too, provided the reference position remains unchanged. Time
scaleLOCAL is by itself, intended for simulations, and should
not be mixed with any of the others.

9.8.3. Image time axes

Section 8.2 requires keywordsCRVALia to be numeric and they
cannot be expressed in ISO-8601 format. Therefore it isrequired
thatCRVALia contain the elapsed time in units ofTIMEUNIT or
CUNITia, even if the zero point of time is specified byDATEREF.
If the image does not use a matrix for scaling, rotation and
shear (Greisen & Calabretta 2002),CDELTia provides the nu-
meric value for the time interval. If thePC form of scaling, ro-
tation and shear (Greisen & Calabretta 2002) is used,CDELTia
provides the numeric value for the time interval, andPCi j, where
i = j = the index of the time axis (in the typical case of an im-
age cube with axis 3 being time,i = j = 3) would take the
exact value 1, the default (Greisen & Calabretta 2002). When
the CDi j form of mapping is used,CDi j provides the numeric
value for the time interval. If one of the axes is time and the
matrix form is used, then the treatment of thePCi ja (or CDi ja)
matrices involves at least a Minkowsky metric and Lorentz trans-
formations (as contrasted with Euclidean and Galilean).
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digit :=
‘0’–‘9’

floating value :=
decimalnumber [exponent]

decimalnumber :=
[sign] [integerpart] [‘.’ [fraction part]]

{Constraint: At least one of the integerpart and fractionpart
mustbe present.}

integerpart :=
digit | [digit...]

fraction part :=
digit | [digit...]

exponent :=
exponentletter [sign] digit [digit...]

exponentletter :=
‘E’ | ‘D’

complexintegervalue :=
‘(’ [space...] realintegerpart [space...] ‘,’ [space...]
imaginaryintegerpart [space...] ‘)’

real integerpart :=
integervalue

imaginaryintegerpart :=
integervalue

complexfloating value :=
‘(’ [space...] realfloating part [space...] ‘,’ [space...]
imaginaryfloating part [space...] ‘)’

real floating part :=
floating value

imaginaryfloating part :=
floating value

Appendix B: Suggested time scale specification

The content of this Appendix has been superseded by Section 9
of the formal Standard, which derives from Rots et al. (2015).
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