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Table 21: WCS and celestial coordinates notation.

Variable(s) Meaning Related FITS keywords
i Index variable for world coordinates

j Index variable for pixel coordinates

a Alternative WCS version code

p; Pixel coordinates

rj Reference pixel coordinates CRPIXja

m; Linear transformation matrix CDi_ja or PCi_ja

S Coordinate scales CDELTia

(xy) Projection plane coordinates

(¢,0) Native longitude and latitude

(a,0) Celestial longitude and latitude

(¢, 6o) Native longitude and latitude of the fiducial point  PVi_1a' , PVi_2a’

(o, 60) Celestial longitude and latitude of the fiducial pointCRVALia

(@p, 6p) Celestial longitude and latitude of the native pole

(#p. 6p) Native longitude and latitude of the celestial pole LONPOLEa (=PVi_3a'),

LATPOLEa (=PVi_4a")

Notes. T Associated withongitudeaxisi.

in the CRPIXi keywords, and the world coordinates at the refer- In the case of the binary table vector representation, all th
ence point are encoded in tARVALI keywords. For additional images contained in a given column of the table may not neces-
details, see Greisen & Calabretta (2002). sarily have the same coordinate transformation valuesefkor

The third step of the process, computing the final world cesnple, the pixel location of the reference point may ledent
ordinates, depends on the type of coordinate system, whicHdr each imaggow in the table, in which case a singl€RPn
indicated with the value of theéTYPEi keyword. For some sim- keyword in the header is not Sicient to record the individual
ple, linear cases an appropriate choice of normalizatiothfe Vvalue required for each image. In such cases, the keywortl mus
scale factors allows the world coordinates to be takentiyrgar ~be replaced by a column with the same name (B/PEm =
by applying a constantftset) from thex; (e.g., some spectra). ' 1CRPn’) which can then be used to store the pixel location of
In other cases it is more complicated, and may require the dpe reference point appropriate for each row of the tablés Th
plication of some non-linear algorithm (e.qg., a projectias for convention for expanding a keyword into a table column (or
celestial coordinates), which may require the specificatfoad- conversely, collapsing a column of identical values intdra s
ditional parameters. Where necessary, numeric paramatezs; gle header keyword) is commonly known as part of the "Green
for non-linear algorithmsnustbe specified vi@Vvi_m keywords ~ Bank Convention®for FITSkeywords. This usage is illustrated
and character-valued parameters will be specifie@$iankey- in the example header shown in Table 9 of Calabretta & Greisen
words, wheramis the parameter number. (2002), _ _

The application of these formalisms to coordinate systdms o The keywords given below constitute a complete set of fun-
interest is discussed in the following sub-sections: Segtde- damental attributes for a WCS description. Although thegtu-
scribes general WCS representations (see Greisen & Ctitabréion in an HDU is optionalFITS writers shouldinclude a com-
2002), Sect. 8.3 describes celestial coordinate systees (Blete set of keywords when describing a WCS. In the event that
Calabretta & Greisen 2002)), Sect. 8.4 describes speatoat ¢ SOMe keywords are missing, default valuasstbe assumed, as
dinate systems (see Greisen etal. 2006), and Sect. 9 descripecified below.

the representation of time coordinates (see Rots et al. )2015 i i _
WCSAXES — [integer; defaultNAXTS, or larger of WCS indexds

or j]. Number of axes in the WCS description. This keyword,
if presentmustprecede all WCS keywords exceyXIS in

the HDU. The value ofiCSAXES mayexceed the number of
pixel axes for the HDU.

YPEi — [string indexed; default! ' (i.e. a linear, undefined
axis)]. Type for the intermediate coordinate akig\ny co-
ordinate type that is not covered by this standard orféin o
cially recognizedITSconventiorshallbe taken to be linear.

All non-linear coordinate system namesistbe expressed

in ‘4-3’ form: the first four characters specify the coordma
type, the fifth character is a hyphen', and the remain-
ing three characters specify an algorithm code for comput-
ing the world coordinate value. Coordinate types with names
of less than four characters are padded on the right with
hyphens, and algorithm codes with less than three charac-

8.2. World coordinate system representations

A variety of keywords have been reserved for computing the
coordinate values that are to be associated with any pixel Iq-¢
cation within an array. The full set is given in Table 22; ta@s

most common usage are defined in detail below for convenience
Coordinate system specifications may appear in HDUs that con
tain simple images in the primary array or in an image extmsi
Images may also be stored in a multi-dimensional vectoragell
a binary table, or as a tabulated list of pixel locations (aepd
tionally, the pixel value) in a table. In these last two typéan-
age representations, the WCS keywords havéfardint naming
convention which reflects the needs of the tabular datatsireic
and the 8-character limit for keyword lengths, but otheefid-
low exactly the same rules for type, usage, and default galue
See reference Calabretta & Greisen (2002) for example usfage ¢ Named after a meeting held in Green Bank, West Virginia, USA
these keywords. All forms of these reserved keywartstbe in 1989 to develop standards for the interchange of singlh dadio
used only as specified in this Standard. astronomy data.
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. The checksum keywords described in Sect. 4.4.2.7 were

The table keywords described in Sect. 7.2.2 and 7.3.2 wéxppendix I: Random Number Generator

originally introduced as &ITS convention since 1993, _ . o .

and registered in 2006. The text of the original conventio;ﬁ".S Appen_dlx is not part of thelTS standard, but is included
or informational purposes

is reported ahttp://fits.gsfc.nasa.gov/registry/ . .
colminmax.html. The diferences with this standard con-, "€ portable random number generator algorithm below is
cern: from Park & Miller (1988). This algorithm repeatedly evaies

. i _ he f ;
— The exclusion of undefined or IEEE special values Whetne unction

computing maximum and minimum is nomandatory

while it wasoptional where the values o andm are shown below, but it is imple-
— The original text included the possibility of using the factented in a way to avoid integer overflow problems.

TDMINn were greater thamDMAXn (or TLMINn greater

thanTLMAXn) as an indication the values were undefinednt random_generator(void) {

This clause has been removed
— The original text contained usage examples and addi initialize an array of random numbers */

tional minor explanatory details.

seed= (a* seed modm

int ii;

double a = 16807.0;
double m = 2147483647.0;
double temp, seed;

float rand_value[10000];

originally introduced as &ITS convention since 1994,
and registered in 2007. The text of the original convention
is reported ahttp://fits.gsfc.nasa.gov/registry/
checksum.html. The diferences with this standard con-

cern: . - “
.. " . . . /* initialize the random numbers */
— The omission of some additional implementation guide- (. .4 = 1.
lines. . A .. ..
.. . . . f = 0; < N_RANDONM;
— The omission of a discussion on alternate algorithms and Ortgrlrl; - a ""lieed' 1) o
relevant additional references. seed = temp -m * ((int) (temp / m) );

. The conventions for compressed data described in Sect. 10 /* divide by m for value between ® and 1 */

were originally introduced as a couple &iTS conven- rand_value[ii] = seed / m;

tions registered in 2007 and 2013. The text of the origi- 3

nal conventions is reported Attp://fits.gsfc.nasa.

gov/registry/tilecompression.html for compressed

images and dittp://fits.gsfc.nasa.gov/registry/ If implemented correctly, the 10 OfOvalue of seed will
tiletablecompression.html for compressed binary ta- equal 1 043 618 065.

bles. The dierences with this standard concern:

— In Sect. 10.3.3 the original text f&#ZALGn mentioned - . L
the possibility that, ‘If the column cannot be compressegPPendix J: - CHECKSUM Implementation Guidelines

with the requested algorithm (e.g., if it has an inappropr¥his Appendix is not part of thelTS standard, but is included
ate data type), then a default compression algorithm Wiy informational purposes

be used instead.’ But there is no default algorithm. This
is irrelevant for the Standard. ,
— In Sect. 10.4 the aliasRICE_ONE’ is notadopted in the J-1. Recommended CHECKSUM Keyword Implementation

Standard as a synonym foRICE-1’. _. TherecommendeGHECKSUM keyword algorithm described here
— In Sect. 10.4.3 a sentence was left out about requirig@nerates a 16-character ASCII string that forces the 82
additional instructions in PLIO to make it work for MOreécomplement checksum accumulated over the efiif® HDU

then 22 bits, since we aren't allowing this possibility i, equal negative O (all 32 bits equal to 1). In addition, #tigng

the Standard. ‘ _ . will only contain alphanumeric characters within the ramge9,

— In Sect. 10.4.4 the reference to a ‘smoothing flag’ Wg&_z and a—z to promote human readability and transcription
dropped. . . ) If the present algorithm is used, tIREECKSUM keyword value

— Also in Sect. 10.4.4 thecale factoiis now floating point, sthe expressed in fixed format, with the starting single quote
while it was originally integer. _ character in column 11 and the ending single quote character

— InTable 36 (and Sect. 10.3.5) theCOMPRESS algorithm i, column 28 of theFITS keyword record, because the relative
is explicitly mentioned. placement of the value string within the keyword recofigets

The Green Bank convention mentioned in Sect. 8.2 wasthie computed HDU checksum. The steps in the algorithm are as

use since 1989, and registered in 2010. The text of the redisiows:

tered convention is reportedlattp: //fits.gsfc.nasa.

gov/registry/greenbank/greenbank.pdf. The origi- 1. Write the CHECKSUM keyword into the HDU header

nal text contains some additional details about the history with an initial value consisting of 16 ASCIl zeros

of the convention. (’0000000000000000 ) where the first single quote charac-
teris in column 11 of th&ITSkeyword record. This specific
initialization string is required by the encoding algonitide-
scribed in Sect. J.2 The final comment field of the keyword,
if any, must also be written at this time. It is recommended



