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1. Introduction an image interchange format was raised at a meeting of the
Astronomy section of the U.S. National Science Foundation i
January 1979, which led to the formation of a task force to
> . ; work on the problem. Most of the technical details of the first
scription device, nelthe_r the softv_vare nor the hardware basicFITS agreement (with files consisting of only a primary
that Wrote: the dqta W'". be_avallable when the d_ata header followed by a data array) were subsequently develope
are read.'Preservmg Scientific Data on our Physical by Don Wells and Eric Greisen (NRAO) in March 1979. After
Universe, p. 60. Steering Committee for the Study - iiher refinements, and successful image interchange best
'(I)'n tr?e. L(l)ng-TerrS Refterk]]tlon OL Sellected Scientific and tween observatories that used widelffelient types of computer
echnical Records of the Federal Government, [US] systems, the first papers that defined®€S format were pub-
National Research Council, National Academy Press lished in 1981l(Wells et al. 1981; Greisen & Harten 1981). The
1995. FITSformat quickly became the defacto standard for data inter-
change within the astronomical community (mostly on 9%rac

This document, hereafter referred to as the ‘standard’, d@zgnetic tape at that time) and waiigially endorsed by the
scribes the Flexible Image Transport SysteRiT®) which is  |aU'in 1982 (JAU [1983). Most national and international as-
the standard archival data format for astronomical data. S&tonomical projects and organizations subsequently adoipie
Although FITS was originally designed for transporting image-|Tsformat for distribution and archiving of their scientifictda

data on magnetic_tfa_pe (which accounts for the ‘I’ and ‘T’ i thproducts. Some of the highlights in the developmental hjst6
name), the capabilities of tH8 TS format have expanded to ac-gTsare shown in Tablgl 1.

commodate more complex data structures. The rol B8 has

also grown from simply a way to transport data betwedfedi

ent analysis software systems into the preferred formaddta 1.2. Version history of this document

in astronomical archives, as well as the on-line analysiné o .
used by many software packages. The fgndamental qef|n|t|on of. thEITS format was originally

This standard is intended as a formal codification of tHgontained in a series of published papers (Wells et.al. 11981;
FITS format which has been endorsed by the Internatior@f€isen & Harten | 1981; Grosbglefal.1988; Harten et al.
Astronomical Union (IAU) for the interchange of astronoatic 1988). ASFITS became more widely used, the need for a sin-
data (AU [198B). It is fully consistent with all actions and-e gle document to unambiguously define the requirements of the
dorsements of the IABFITS Working Group (IAUFWG) which FITS format became apparent. In 1990, the NASA Science
was appointed by Commission 5 of the AU to oversee furth&lffice of Standards and Technology (NOST) at the Goddard
development of th&ITS format. In particular, this standard de-Space Flight Center provided funding for a technical paoel t
fines the organization and content of the header and dafanit develop the first version of this standard document. As shown
all standardFITS data structures: the primary array, the randoff Table[2, the NOST panel produced several draft versions,
groups structure, the image extension, the ASCI| tablensite, culm_matmg in the first NOST standard document, NOST 100-
and the binary table extension. It also specifies minimumnestr 1.0, in 1993. Although this document was developed under a
tural requirements and general principles governing teatasn NASA accreditation process, it was subsequently formatly a
of new extensions. For headers, it specifies the propersjota prov_ed by the IAUFWG, which is the international control au-
keyword records and defines required and reserved keyword@&rity for theFITSformat. The small update to the standard in
For data, it specifies character and numeric value repratems 1995 (NOST 100-1.1) added a recommendation on the physical
and the ordering of contents within the byte stream. units of header keyword values.

One important feature of thEITS format is that its struc- ~ The NOST technical panel was convened a second time to
ture, down to the bit level, is completely specified in docatse make further updates and clarifications to the standardiltieg
(such as this standard), many of which have been publishednrihe NOST 100-2.0 version that was approved by the IAUFWG
refereed scientific journals. Given these documents, whieh in 1999 and published in 2001 (Hanisch et al. 2001). In 2005,
readily available in hard copy form in libraries around therld  the IAUFWG formally approved the variable-length array con
as well as in electronic form on the Internet, future resears vention in binary tables, and a short time later approved sup
should be able to decode the stream of bytes inrififormat  port for the 64-bit integers data type. New versions of tlae-st
data file. In contrast, many other current data formats ahg olard were released to reflect both of these changes (versions
implicitly defined by the software that reads and writes thesfi IAUFWG 2.1 and IAUFWG 2.1b).

If that software is not continually maintained so that it d¢an In early 2007 the IAUFWG appointed its own technical panel
run on future computer systems, then the information erttod® consider further modifications and updates to the stahdar
in those data files could be lost. The changes proposed by this panel, which were ultimately ap
proved in 2008 by the IAUFWG after a formal public review
process, are shown in the 3.0 version of the document, fdalis
inlPence et all (2010).

The FITS format evolved out of the recognition that a standard Since 2006 a Registry for FITS conventions submitted by the
format was needed for transferring astronomical images fra&community was established care of the IAUFWGhatp: //
one research institution to another. The first prototypeeevfits.gsfc.nasa.gov/fits_registry.html. The Registry
opments of a universal interchange format that would eventuas intended as a repository of documentation of usageswhic
ally lead to the definition of th€ITS format began in 1976 be- although not endorsed as part of thE'S standard, are other-
tween Don Wells at KPNO and Ron Harten at the Netherlandsse perfectly legal usages &ITS. In 2014 a small team was
Foundation for Research in Astronomy (NFRA). This need fdormed to evaluate the possible incorporation of some aonve

An archival format must be utterly portable and self-
describing, on the assumption that, apart from the tran-

1.1. Brief history of FITS


http://fits.gsfc.nasa.gov/fits_registry.html
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Table 1: Significant milestones in the developmerfEGfS.

Date  Milestone Section
1979 InitialFITSAgreement and first interchange of files

1981 Published original (single HDU) definition (Wells et 4981)

1981 Published random groups definition (Greisen & Harte81)9 Sectlb
1982 Formally endorsed by the IAU (IAU_1983)

1988 Defined rules for multiple extensions (Grosbgl et aB8)9

1988 IAUFITSWorking Group (IAUFWG) established

1988 Extended to include ASCII table extensions (Harter. e1988) Secl 72
1988 Formal IAU approval of ASCII tables (IAU_1988) Sdct]7.2
1990 Extended to include IEEE floating-point data (Wells &&kral 1990) Sedi. 5.3
1994 Extended to multiplEMAGE array extensions (Ponz et al. 1994) Secil 7.1
1995 Extended to binary table extensions (Cotton et al. Y1995 Sect[Z.B
1997 Adopted 4-digit year date format (Bunclark & Rots 1997) Sect[4.4p
2002 Adopted proposals for world coordinate systems (8nefsCalabretta 2002) Sef. 8
2002 Adopted proposals for celestial coordinates (Cat&b&eGreisen 2002) Sedf. 8.3
2004 Adopted MIME types foFITSdata files (Allen & Wells_2005) ApIG
2005 Extended to support variable-length arrays in binaojets Secf. 7,35
2005 Adopted proposals for spectral coordinate systemsig&r et al. 2006) Sefi. 8.4
2005 Extended to include 64-bit integer data type $ecis.2.
2006 Adopted WCS HEALPix projection (Calabretta & Rouken202) Sect 813
2006 Established FITS convention registry

2014 Adopted proposals for time coordinates (Rots et.al.5p01 Sect[®
2016 Adopted proposals for compressed data Sect[1I0
2016 Adopted various registered conventions App.[H3

Table 2: Version history of the standard.

Version Date Status

NOST 100-0.1 1990 December First Draft Standard

NOST 100-0.2 1991 June Second Revised Draft Standard
NOST 100-0.3 1991 December = Third Revised Draft Standard
NOST 100-1.0 1993 June NOST Standard

NOST 100-1.1 1995 September = NOST Standard

NOST 100-2.0 1999 March NOST Standard

IAUFWG 2.1 2005 April IAUFWG Standard

IAUFWG 2.1b 2005 December  IAUFWG Standard

IAUFWG 3.0 2008 July IAUFWG Standard

IAUFWG 4.0 2016 July IAUFWG Standard

tions within the standard, as affgpring from a larger task force 1.3. Acknowledgments
in charge of proposing other updates to the standard (ligze e . .
long keyword names and an extended character set), while 1€ Members of the three technical panels that produced this
other small team was in charge to update the standard doctun?éﬂndard are shown below.

with a summary of the WCS time representation (Rots et al, )

2015) which in the meanwhile had been voted natively as pAfSt technical panel, 1990 — 1993

of the FITS standard. Robert J. Hanisch (Chair) Space Telescope Science Inst.
Lee E. Brotzman Hughes STX
Edward Kemper Hughes STX
. _ . Barry M. Schlesinger Raytheon STX
Details on the conventions incorporatetTINUE long pater J. Teuben University of Maryland
string keywords, blank header spaCBECKSUY, column limits,  pichael E. Van Steenberg NASA Goddard SFC
tiled image and table compression) or just mentioned (kWWO\Nayne H. Warren Jr. Hughes STX
inheritance and Green Bank conventions) in the latest at@ndRichard A. White NASA Goddard SFC
is reported in Appendik I3, which also lists thexted parts
of the standard. Second technical panel, 1994 — 1999
Robert J. Hanisch (Chair) Space Telescope Science Inst.
Allen Farris Space Telescope Science Inst.
The latest version of the standard, as well as other ikric W. Greisen National Radio Astr. Obs.
formation about the~ITS format, can be obtained from theWilliam D. Pence NASA Goddard SFC
FITS Support Qfice web site ahttp://fits.gsfc.nasa. Barry M. Schlesinger Raytheon STX
gov. This web site also contains the contact information for tHeeter J. Teuben University of Maryland
Chairman of the IAUFWG, to whom any questions or commenBandall W. Thompson  Computer Sciences Corp.
regarding this standard should be addressed. Archibald Warnock AWWW Enterprises


http://fits.gsfc.nasa.gov
http://fits.gsfc.nasa.gov

Third technical panel, 2007

William D. Pence (Chair) NASA Goddard SFC
Lucio Chiappetti IASF Milano, INAF, Italy
Clive G. Page University of Leicester, UK
Richard Shaw National Optical Astr. Obs.
Elizabeth Stobie University of Arizona

Dedicated task forces, 2013-2016

Lucio Chiappetti IASF Milano, INAF, Italy

Steve Allen UCO Lick Observatory

Adam Dobrzycki European Southern Observatory
William D. Pence NASA Goddard SFC

Arnold Rots Harvard Smithsonian CfA
Richard Shaw National Optical Astr. Obs.
William T. Thompson  NASA Goddard SFC

2. Definitions, acronyms, and symbols

2.1. Conventions used in this document

Terms or letters set iQourier font represent literal strings

3

Byte An ordered sequence of eight consecutive bits treated as a
single entity.

Card image An obsolete term for an 80-character keyword
record derived from the 80-column punched computer cards
that were prevalent in the 1960s and 1970s.

Character string A sequence of one or more of the restricted
set of ASCII text characters, decimal 32 through 126 (hex-
adecimal 20 through 7E).

Conforming extension An extension whose keywords and or-
ganization adhere to the requirements for conforming exten
sions defined in Sedf._3.4.1 of this standard.

Data block A 2880-byteFITS block containing data described
by the keywords in the associated header of that HDU.

Deprecate To express disapproval of. This term is used to refer
to obsolete structures thahould notbe used in newWITS
files but whichshall remain valid indefinitely.

Entry A single value in an ASCII table or binary table standard
extension.

Extension A FITSHDU appearing after the primary HDU in a
FITSfile.

Extension type nameThe value of theXTENSION keyword,
used to identify the type of the extension.

Field A component of a larger entity, such as a keyword record
orarow of an ASCII table or binary table standard extension.

that appear irFITS files. In the case of keyword names, such A field in a table extension row consists of a set of zero or
as NAXISn', the lower case letter represents a positive integer more table entries collectively described by a single farma
index number, generally in the range 1 to 999. The emphasiz&gk A sequence of one or more records terminated by an end-

wordsmust, shall, should, may, recommendaaigl optionalin

of-file indicator appropriate to the medium.

this document are to be interpreted as described in IETF st@ITS Flexible Image Transport System.

dard, RFC 2119 (Bradner 1997).

2.2. Defined terms

. Used to designate an ASCII space character.
ANSI American National Standards Institute.

FITS block A sequence of 2880 8-bit bytes aligned on 2880
byte boundaries in th&ITS file, most commonly either a
header block or a data block. Special records are another in-
frequently used type dfITS block. This block length was
chosen because it is evenly divisible by the byte and word
lengths of all known computer systems at the tiRi€Swas

Array A sequence of data values. This sequence correspondsdevelopedin 1979.

to the elements in a rectilinearxdimension matrix (& n <
999, orn = 0 in the case of a null array).
Array value The value of an element of an array ifrBI Sfile,

without the application of the associated linear transtrm

tion to derive the physical value.

FITS file Afile with a formatthat conformsto the specifications
in this document.

FITS structure One of the components of TS file: the pri-
mary HDU, the random groups records, an extension, or, col-
lectively, the special records following the last extensio

ASCIl American National Standard Code for InformatiofrITS Support Office The FITS information web site that is

Interchange.

ASCII character Any member of the 7-bit ASCII character set.

maintained by the IAUFWG and is currently hosted at
http://fits.gsfc.nasa.gov.

ASCII digit One of the ten ASCII characters ‘0’ through ‘9'Floating point A computer representation of a real number.
which are represented by decimal character codes 48 throkghction The field of the mantissa (or significand) of a floating-

57 (hexadecimal 30 through 39).

point number that lies to the right of its implied binary pbin

ASCIINULL The ASCII character that has all eight bits set té&roup parameter value The value of one of the parameters

Zero.

ASCII space The ASCII character for space which is repre-

sented by decimal 32 (hexadecimal 20).

preceding a group in the random groups structure, without
the application of the associated linear transformation.
HDU Header and Data Unit. A data structure consisting of a

ASCIlI text The restricted set of ASCII characters decimal 32 header and the data the header describes. Note that an HDU

through 126 (hexadecimal 20 through 7E).

mayconsist entirely of a header with no data blocks.

Basic FITS The FITS structure consisting of the primaryHeader A series of keyword records organized within one or
header followed by a single primary data array. This is also more header blocks that describes structuregaandata

known as Single Imag€&ITS (SIF), as opposed to Multi-

which follow it in the FITSfile.

ExtensionFITS (MEF) files that contain one or more extenHeader block A 2880-byteFITS block containing a sequence

sions following the primary HDU.
Big endian The numerical data format used FTS files in

which the most significant byte of the value is stored first

followed by the remaining bytes in order of significance.
Bit A single binary digit.

of thirty-six 80-character keyword records.

Heap The supplemental data area following the main data table

in a binary table standard extension.
IAU International Astronomical Union.


http://fits.gsfc.nasa.gov
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IAUFWG International Astronomical UniorFITS Working dard, namely, an image extension, an ASCII table extension,
Group. or a binary table extension.
IEEE Institute of Electrical and Electronic Engineers.
IEEE NaN |IEEE Not-a-Number value; used to represent unde- i o
fined floating-point values ifITSarrays and binary tables. 3. FITS file organization
IEEE special values F_Ioating-point numt_)er byte patternsy ;1 5y erall file structure
that have a special, reserved meaning, such-&s+co,
+underflow, +overflow, +denormalized, +NaN. (See A FITSfile shallbe composed of the followingI TS structures,
AppendiXE). in the order listed:
Indexed keyword A keyword name that is of the form of a : )
fixed root with an appended positive integer index number. — Primary header and data unit (HDU).
Keyword name The first eight bytes of a keyword record which — Conforming Extensionptiona).
contain the ASCII name of a metadata quantity (unless it is- Other special recordeptional restricted).

blank). , . . .
) : A FITS file composed of only the primary HDU is sometimes
Keyword record An 80-character record in a header block Corﬁeferred t0 as a BasiEITS file, or a Single IMag&ITS (SIF)

sisting of a keyword name in the first eight characters fo): : L X .
lowed by anoptional value indicator, value and commen ile, and aFITSfile containing one or more extensions following

string. The keyword recorehall be composed only of the he primary HDU is sometimes referred to as a Multi-Extensio

- : .~ FITS(MEF) file.
restricted set of ASCII text characters ranging from dednmg . :
32 to 126 (hexadecimal 20 to 7E). EachFITS structureshall consist of an integral number of

Mandatory keyword A keyword thatmustbe used in alFITS W bl.OCkS which are each 2830 byte_s (23040 bits) in length.
: ; ; : ; ; : he primary HDUshall start with the firstFITS block of the
files or a keyword required in conjunction with particula : ;
FITS structures. ITSfile. The firstFITS block of each subsequeRtTS struc-

- - ureshallbe theFITSblock immediately following the lagtITS
Mantissa Also known as significand. The component of a{')Iock of the precedingITS structure.

IEEE floating-point number consisting of an explicit or im- This standard d ti limit on the total si f
plicit leading bit to the left of its implied binary point ared IS Standard does not Impose a imit on the total size of a
fraction field to the right. EITS file, nor on the size of an |nd|V|dan HDU within [f'ilT_S

file. Software packages that read or write data accordinkiso t

MEF Multi-ExtensionFITS, i.e., aFITS file containing a pri- I X . ;
mary HDU followed by one or more extension HDUS. standard could be limited, however, in the size of files that a

NOST NASA/Science @ice of Standards and Technology. supported. In pa_rticular, nge sowaaye systems haverhiatly
Physical value The value in physical units represented by a nly supported files up to*2bytes in size (approximatelyPx
element of an array and possibly derived from the array val 89 bytes).
using the associated, boptional linear transformation.
Pixel Short for ‘Picture element’; a single location within ang.2. individual FITS Structures

array. , . ;

Primary data array The data array contained in the primary! e primary HDU and every extension HD$hall consist of
HDU. one or more 2880-byte header blocks immediately followed by

Primary HDU The first HDU in aFITSfile. an optional sequence of associated 2880-byte data blocks. The

Primary header The first header in &ITSfile, containing in- header blockshall contain only the restricted set of ASCII text

formation on the overall contents of the file (as well as on ttfd1aracters, decimal 32 through 126 (hexadecimal 20 through
primary data array, if present). 7E). The ASCII control characters with decimal values |lessit
Random Group A FITS structure consisting of a collection of32 (including the null, tab, carriage return, and line febdrec-
‘groups’, where a group consists of a subarray of data ande4s). and the delete character (decimal 127 or hexaded@iR)al
set of associated parameter values. Random groups are dpst noppear anywhere within a header block.
recated for any use other than for radio interferometry.data
Record A sequence of bits treated as a single Iogi_cal e_ntity: 3.3. Primary header and data unit
Repeat count The number of values represented in a field in a

binary table standard extension. The first component of &ITS file shall be the primary HDU
Reserved keyword An optional keyword thatmust be used which always contains the primary header amalybe followed
only in the manner defined in this standard. by the primary data array. If the primary data array has zero

SIF Single ImageFITS, i.e., aFITSfile containing only a pri- length, as determined by the values of NEXIS andNAXISn
mary HDU, without any extension HDUs. Also known akeywords in the primary header (Sect. 414.1), then the psima
BasicFITS. HDU shall contain no data blocks.

Special records A series of one or morElITSblocks following
the last HDU whose internal structure does not otherwic?.e3 1 Primary header
conform to that for the primary HDU or to that specified ™ ™ y
for a conforming extension in this standard. Any use of sp&he header of a primary HDW$hall consist of one or more
cial records requires approval from the IAU FITS Workingheader blocks, each containing a series of 80-characterdtey
Group. records containing only the restricted set of ASCII textrelea

Standard extension A conforming extension whose header aneers. Each 2880-byte header block contains 36 keyword dscor
data content are completely specified in Sect. 7 of this stake last header bloakiustcontain theEND keyword (defined in

Sect[4.4.11) which marks the logical end of the header. Kegiwo
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with this FITS standard. New extension typsisouldbe created

ﬁ(é' i T i)' only when the organization of the information is such thaait-
(2,1,...,1), not be handled by one of the existing extension type&IPS
3 file that contains extensions is commonly referred to as aimul
A(NAXIS1,1,...,1), extensiorFITS (MEF) file.
AL, 2,...,1),
A2, 2,...,1),
( ) ) 3.4.1.1. Identity
A(NAXISL, 2,..., 1), Each extension typshall have a unique type name, speci-

fied in the header by thETENSION keyword (Sect"4.4]1). To
preclude conflict, extension type nammasstbe registered with
the JAUFWG. The current list of registered extensions isgiv
: in AppendiXF. An up-to-date list is also maintained on FH&S
A(NAXIS1, NAXIS2, ...,NAXISm) Support Gfice web site.

A(1, NAXIS2, ... ,NAXISm),

Fig. 1: Arrays of more than one dimensishall consist of a se- 3.4.1.2. Size specification

guence such that the index along axis 1 varies most rapidly an

those along subsequent axes progressively less rapidly. The total number of bits in the data of each extension
shall be specified in the header for that extension, in the manner

records without information (e.g., following tHeND keyword) prescribed in Sedf. 4.4.1.

shall be filled with ASCII spaces (decimal 32 or hexadecimal

20). 3.4.2. Standard extensions

A standard extension is a conforming extension whose organi

zation and content are completely specified in Ject. 7 of this

The primary data array, if preseshall consist of a single data Standard. Only one extension fornsaall be approved for each

array with from 1 to 999 dimensions (as specified byxagrs  type of data organization.

keyword defined in Sedf.4.4.1). The random groups conventio

!n the primary data array is a more compli_cated structure aRg, 3 Order of extensions

is discussed separately in Sddt. 6. The entire array of @gdia v

ues are represented by a continuous stream of bits startthg wAn extensiomrmayfollow the primary HDU or another conform-

the first bit of the first data block. Each data vakhall con- ing extension. Standard extensions and other conformitemex

sist of a fixed number of bits that is determined by the value sfonsmayappear in any order inRITSfile.

the BITPIX keyword (Sect_4.4]1). Arrays of more than one di-

mensionshall consist of a sequence such that the index alor})g ) .

axis 1 varies most rapidly, that along axis 2 next most rapidt->- SPecial records (restricted use)

and those along subsequent axes progressively less rapitily special records are 2880-byEdTS blocks following the last
that along axisn, wheren is the value olNAXTS, varying least Hpy of the FITS file that have an unspecified structure that
rapidly. There is no space or any other special charactemiest joes not meet the requirements of a conforming extensios. Th
the last value on a row or plane and the first value on the ngxkt g bytes of the special recordsust notcontain the string
row or plane of a multi-dimensional array. Except for thealoc «xTENSTON'. It is recommendedhat they do not contain the
tion of the first element, the array structure is independetite  string ‘SIMPLE....". The contents of special records are not oth-
FITSblock structure. This storage order is shown schematicayyise specified by this standard.
in Fig.[1 and is the same order asin multi-dimension_al arirays Special records were originally designed as a way for the
the Fortran programming language (/SO 2004). The indexCoyf)Ts format to evolve by allowing nevFITS structures to be
along each axishall begin with 1 and increment by 1 up 10 themplemented. Following the development of conforming exte
value of theNAXTSn keyword (Sec{ 4.411). _sions, which provide a general mechanism for storirfiedént

If the data array does not fill the final data block, the remaifiypes of data structures FiTSformat in a well defined manner,
der (_)f th(_e data blockhall be filled by setting all bl_ts to zero. the need for other new types BfTS data structures has been
The individual data valueshallbe stored in big-endian byte or-greatly reduced. Consequently, further use of specialrdsds

der such that the byte containing the most significant bitbef restricted and requires the approval of the IAU FITS Working
value appears first in theITS file, followed by the remaining Group.

bytes, if any, in decreasing order of significance.

3.3.2. Primary data array

3.6. Physical blocking
3.4. Extensions
3.6.1. Bitstream devices

3.4.1. Requirements for conforming extensions ) ) ) ) ) ]
For bitstream devices, including but not restricted todagfile

All extensions, whether or not further described in thisiderd, systemsFITSfiles shall be interpreted as a sequence of one or
shall fulfill the following requirements to be in conformancemore 2880-bytd-I1TS blocks, regardless of the physical block-
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ing structure of the underlying recording media. When wgti ably assigned to a variable) by a FITS reading program, was as
a FITSfile on media with a physical block size unequal to theociated one to one to a single header keyword record. Wth th
2880-byteFITS block length, any bytes remaining in the lastntroduction of continued (long-string) keywords ($e€.2.2),
physical block following the end of thEITS file shouldbe set such FITS keywords may span more than one header keyword
to zero. Similarly, when readingI TS files on such media, any record, and the valushall be created by concatenation as ex-
bytes remaining in the last physical block following the evid plained if4.2.11.2.

theFITSfile shallbe disregarded.

4.1.2. Components

.6.2. ial i
3.6.2. Sequential media 4.1.2.1. Keyword name (bytes 1 through 8)

The FITS format was originally developed for writing files on

sequential magnetic tape devices. The following rules om hd’he keyword nameshall be a left justified, 8-character,

to write to sequential media (Grosbal & Wells 1994) are nogpace-filled, ASCII string with no embedded spaces. Alltdigi

irrelevant to most current data storage devices. 0 through 9 (decimal ASCII codes 48 to 57, or hexadecimal 30
If physically possibleFITSfiles shall be written on sequen-to 39) and upper case Latin alphabetic charactarsthrough

tial media in blocks that are from one to ten integer mulspé  ‘Z’ (decimal 65 to 90 or hexadecimal 41 to 5A) are permitted;

2880-bytes in length. If this is not possible, fd Sfile shallbe lower case characteshall notbe used. The underscoré.{,

written as a bitstream using the native block size of the eequ decimal 95 or hexadecimal 5F) and hyphen’(, decimal 45

tial device. Any bytes remaining in the last block followitige or hexadecimal 2D) are also permitted. No other characters

end of theFITSfile shall be set to zero. are permitted. For indexed keyword names that have a single
When readingFITS files on sequential media, any filespositive integer index counter appended to the root name,

shorter than 2880 bytes in length (e.g., ANSI tape labels) dhe countershall not have leading zeroes (eNAXIS1, not

not considered part of tHe TSfiles andshouldbe disregarded. NAXIS001). Note that keyword names that begin with (or
consist solely of) any combination of hyphens, underscaned

o digits are legal.
3.7. Restrictions on changes

Any structure that is a valiéI TS structureshall remain a valid '4.1.2.2. value indicator (bytes 9 and 10)
FITSstructure at all future times. Use of certain va#id Sstruc-
turesmaybe deprecated by this or futuFdTS standard docu- |f the two ASCII characters'=.' (decimal 61 followed

ments. by decimal 32) are present in bytes 9 and 10 of the keyword
record this indicates that the keyword has a value field asso-
ciated with it, unless it is one of the commentary keywords
4. Headers defined in Secf.4.412 (i.e. HISTORY, COMMENT, or completely

The first two sections of this chapter define the structurecand  °l2nk keyword name) which by definition have no value.

tent of header keyword records. This'is followed in Seciv4tB

recommendations on how physical units should be expressgd.2 3. value/comment (bytes 11 through 80)

The final section defines the mandatory and reserved keywords

for primary arrays and conforming extensions. In keyword records that contain the value indicator in byges
and 10, the remaining bytes 11 through 80 of the recbrall
contain the value, if any, of the keyword, followed bptional
comments. In keyword records without a value indicatoreb@
4.1.1. Syntax through 80shouldbe interpreted as commentary text, however,

. this does not preclude conventions that interpret the comie
Each 80-character header keyword recsirll consist of a key- {hege pytes in other ways.

word name, a value indicator (only required if a value is png The value field, when presersthall contain the ASCII text
anoptionalvalue, and amptionalcomment. Keywordmayap-  anresentation of a literal string constant, a logical tams or
pear in any order except where specifically stated otherimise, nmerical constant, in the format specified in Secl. 4.2 Th
this standard. It isecommendethat the order of the keywords,,5|,e fieldmay be a null field; i.e., itmay consist entirely of

in FITS files be preserved during data processing operatiog§aces, in which case the value associated with the keyword i
because the designers of tRETS file may have used conven- nqefined.

tions that attach particulqr significance to the order ofaier The mandator§ITSkeywords defined in this standamlist
keywords (e.g., by grouping sequencesCOMMENT keywords ot anpear more than once within a header. All other keywords
at specific locations in the header, or appendi§TORY key- hat have a valushould nomppear more than once. If a keyword

words in chronological order of the data processing steps) §es appear multiple times withftéirent values, then the value
usingCONTINUE keywords to generate long-string keyword valis indeterminate.

ues. If a comment follows the value field, imustbe preceded

A formal syntax, giving a _complete definition of_th_e synta>6y a slash (/’, decimal 47 or hexadecimal 2E)A space be-
of FITSkeyword records, is given in AppendiX A. Itis intended\yeen the value and the slash is strongigommendedThe
as an aid in interpreting the text defining the standard.

In earlier versions of this standard a FITS keyword, assumed This requirement diers from the wording in the origin&lI TS pa-
as an item whose value is to be looked up by name (and presyers. See Appendix H.

4.1. Keyword records
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commentmay contain any of the restricted set of ASCII texbpening and closing quote characters in bytes 11 and 80, re-
characters, decimal 32 through 126 (hexadecimal 20 througgectively. In general, no length limit less than 68 is iragifor
7E). The ASCII control characters with decimal values lassit character-valued keywords.

32 (including the null, tab, carriage return, and line febdrac-

Whenever a keyword value is declared ‘string’ or said to

ters), and the delete character (decimal 127 or hexade@R)al ‘contain a character string’, the length limits in this sestap-

must notappear anywhere within a keyword record.

ply. The next section 4.2.1.2 applies when the value is dedla

‘long-string’.

4.2. Value

The structure of the value field depends on the data type of
value. The value field represents a single value and not ag arr

%Ieﬂlz Continued string (long-string) keywords

of values! The value fieldnustbe in one of two formats: fixed Earlier versions of this Standard only defined single record
or free. The fixed-format is required for values of mandatosiring keywords as described in the previous section. The
keywords and isescommendetbr values of all other keywords. Standard now incorporates a convention (originally devetb
for use inFITSfiles from high-energy astrophysics missions) for
continuing arbitrarily long string values over a poteniainlim-

4.2.1. Character string

42111 Single record string keywords

1.

A character string valushall be composed only of the set of
restricted ASCII text characters, decimal 32 through 126«{h

ited sequence of multiple consecutive keyword recordsythia
following procedure:

Divide the long string value into a sequence of smaller sub
strings, each of which is no longer than 67 characters in
length. (Note that if the string contains any literal single

adecimal 20 through 7E) enclosed by single quote charactersquote characters, then these must be represented as a pair

(*'", decimal 39, hexadecimal 27). A single quote is represkénte
within a string as two successive single quotes, e.g., O'HAR

of single quote characters in th@TS keyword value, and
these two characters must both be contained within a single

'0' "HARA'. Leading spaces are significant; trailing spaces are substring). o
not. This standard imposes no requirements on the case sedsi APpend an ampersand character (‘&’) to the end of each sub-

tivity of character string values unless explicitly statadthe
definition of specific keywords.

If the value is a fixed-format character string, the startin%
single quote charactenustbe in byte 11 of the keyword record -
and the closing single quotaustoccur in or before byte 80.
Earlier versions of this standard alsmuiredthat fixed-format
characters stringmustbe padded with space characters to aft-
least a length of eight characters so that the closing que ¢

acter does not occur before byte 20. This minimum character

string length is no longer required, except for the valuehef t
XTENSION keyword (e.g.," IMAGE..."' and 'TABLE_..'; see
Sect[T) whichmustbe padded to a length of eight characters for
backward compatibility with previous usage.

Free-format character strings follow the same rules as-ixed
format character strings except that the starting singletequ
charactemayoccur after byte 11. Any bytes preceding the start-
ing quote character and after byterbQstcontain the space char-
acter.

Note that there is a subtle distinction between the follgwvin
three keywords:

KEYWORD1= "' / null string keyword
KEYWORD2= ' ! / empty string keyword
KEYWORD3= / undefined keyword

string, except for the last substring. This character sease

a flag toFITSreading software that this string valoeybe
continued on the following keyword in the header.

Enclose each substring with single quote characters- Non
significant space characters may occur between the amper-
sand character and the closing quote character.

Write the first substring as the value of the specified key-
word.

Write each subsequent substring, in order, to a seriesyef k
words that all have the reserved keyword natO8TINUE
(see4.4R) in bytes 1 through 8 and have space characters
in bytes 9 and 10 of the keyword record. The substring may
be located anywhere in bytes 11 through 80 of the keyword
record and may be preceded by non-significant space char-
acters starting in byte 11. A comment string may follow the
substring; if present, the comment string must be separated
from the substring by a forward slash charactgy.(Also, it

is strongly recommendetiat the slash character be preceded
by a space character.

The CONTINUE keywordnust notbe used with of any of

the mandatory or reserved keywords defined in this standard u
less explicitly declared of type long-string.

The following keyword records illustrate a string valuettha

is continued over multiple keyword records. (Note: the taraf

the substrings have been reduced to fit within the page I&yout

The value ofkEYWORD1 is a null, or zero length string whereasyg ater =
the value of th&EYWORD2 is an empty string (nominally a single -oxt1nUE

CONTINUE

space character because the first space in the string ificigrj
but trailing spaces are not). The valuek&YWORD3 is undefined
and has an indeterminate data type as well, exceptin casse wh

'Partly cloudy during the evening f&'
'ollowed by cloudy skies overnight.&'
' Low 21C. Winds NNE at 5 to 10 mph.'

If needed, additional space for the keyword comment field

the data type of the specified keyword is explicitly definethia  can be generated by continuing the string value with one semo

standard.
The maximum length of a string value that can be repre-

sented on a single keyword record is 68 characters, with tRERKEY =

null strings, as illustrated schematically below:

'This keyword value is continued &'
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CONTINUE ' over multiple keyword records.&' Table 3: IAU-recommended basic units.
CONTINUE '&' / The comment field for this
CONTINUE '&' / keyword is also continued Quantity Unit Meaning Notes
CONTINUE '' / over multiple records. Sl base& supplementary units

length m meter

FITSreading software can reconstruct the long string value mass kg kilogram g gram allowed

by following an inverse procedure of checking if the striradue time s second
ends with the ‘&’ character and is immediately followed by a  Plane angle rad radian
conformingCONTINUE keyword record. If both conditions are ~ Solid angle sr steradian
true, then concatenate the substring from@h8TINUE record tefiferature K kelvin

electric current A ampere

onto the previous substring after first deleting the trgili&’
character. Repeat these steps until all subseqGeMIINUE
records have been processed.

Note that if a string value ends with the ‘&’ character, but |AU-recognized derived units

amount of substance mol  mole
luminous intensity cd candela

is not immediately followed by &0ONTINUE keyword that con- frequency Hz hertz st
forms to all the previously described requirements, theri&h energy ] joule Nm
character should be interpreted as the literal last characthe power W watt Jst
string. Also, any ‘orphanedCONTINUE keyword records (for- electric potential v volt Jjct
mally not invalidating the FITS file, although likely repesgting force N newton  kgms’
an error with respect to what the author of the file meant) shou  Pressure, stress Pa  pascal N m?
be interpreted as containing commentary text in bytes 9 — 80 €lectric charge ¢ coulomb  As
(similar to aCOMMENT keyword). gectric resistance  Ohm - ohm VAL
electric conductance S siemens AV
electric capacitance F farad cwv?
4.2.2. Logical magnetic flux Wb weber Vs
magnetic flux density T tesla Wb m?
If the value is a fixed-format logical constantstiall appear as inductance H henry Wb Al
an uppercaseg or F in byte 30. A logical value is represented in ~ luminous flux 1m lumen cd sr
free-format by a single character consisting of an uppertas illuminance 1x  lux Im m™2

F as the first non-space character in bytes 11 through 80.
If the fractional part is present, the decimal paintistalso be
present. If only the integer part is present, the decimaitpoay
be omitted, in which case the floating-point number is indist
If the value is a fixed-format integer, the ASCII represeintat guishable from an integer. The exponent, if present, ctnefs
shall be right-justified in bytes 11 through 30. An integer conan exponent letter followed by an integer. Letters in theogvem-
sists of a 4’ (decimal 43 or hexadecimal 2B) ot* (decimal 45 tial form (‘E’ or ‘D’) Al shall be upper case. The full precision of
or hexadecimal 2D) sign, followed by one or more contiguou®t-bit values cannot be expressed over the whole rangewdsal
ASCII digits (decimal 48 to 57 or hexadecimal 30 to 39), withising the fixed-format. This standard does not impose anruppe
no embedded spaces. The leadimgsign is optional Leading limit on the number of digits of precision, nor any limit oreth
zeros are permitted, but are not significant. The integeessm- range of floating-point keyword values. Software packapas t
tation shall always be interpreted as a signed, decimal numbggad or write data according to this standard could be liite
This standard does not limit the range of an integer keywoh@wever, in the range of values and exponents that are sigigpor
value, however, software packages that read or write data &&9., to the range that can be represented by a 32-bit oit64-b
cording to this standard could be limited in the range of galufloating-point number).
that are supported (e.g., to the range that can be reprddenpte A free-format floating-point value follows the same rules as
a 32-bit or 64-bit signed binary integer). a fixed-format floating-point value except that the ASClIreep

A free-format integer value follows the same rules as fixedentatiormayoccur anywhere within bytes 11 through 80.
format integers except that the ASCII representati@yoccur
anywhere within bytes 11 through 80.

4.2.3. Integer number

4.2.5. Complex integer number

4.2.4. Real floating-point number There is no fixe_d-format for cpmplex integer numidérs.

) ) . . If the value is a complex integer number, the vatoestbe
ASClII representatioshall be right-justified in bytes 11 through 3 comma and enclosed in parentheses €1¢.3, 45). Spaces
30. may precede and follow the real and imaginary parts. The real

A floating-point number is represented by a decimal numbgpd imaginary parts are represented in the same way asfistege
followed by anoptional exponent, with no embedded spaces.

A decimal numbeshall consist of a +’ (decimal 43 or hex- 4 The ‘D’ exponent form is traditionally used when represegtval-

adecimal 2B) or ' (decimal 45 or hexadecimal 2D) sign, folges that have more decimals of precision or a larger magnthah can
lowed by a sequence of ASCII digits containing a single detimpe represented by a single precision 32-bit floating-poimhiner, but
point (), representing an integer part and a fractionattf otherwise there is no distinction between ‘E’ or ‘D’.

the floating-point number. The leading’‘sign is optional At 5 This requirement diers from the wording in the origin®ITS pa-
least one of the integer part or fractional pamistbe present. pers. See Appendix H.




Table 4: Additional allowed units.

Quantity Unit Meaning Notes
plane angle deg degree of arc /180 rad
arcmin  minute of arc 160 deg
arcsec  second of arc 13600 deg
mas milli-second of arc 13 600 000 deg
time min minute 60 s
h hour 60 min= 3600 s
d day 86400 s
T a year (Julian) 31557600 s (365.25 d), pet@a) forbidden
T oyr year (Julian) a is |AU-style
energy T eV electron volt 16021765x 1071° J
i erg erg 1677 >
Ry rydberg 1(Z2) m? = 13605692 eV
mass$ solMass solar mass D891x 10°° kg
u unified atomic mass unit  .6605387x 1077 kg
luminosity solLum  Solar luminosity B268x 1075 W
length i Angstrom angstrom 16°m
solRad  Solar radius ®599x 10° m
AU astronomical unit #9598x 10" m
lyr light year 9460730x 10° m
pc parsec 857x 10 m
events count count
ct count
photon  photon
ph photon
flux density 1 Jy jansky 102 W m—2 Hz?
T mag (stellar) magnitude
T R rayleigh 106°/(4n) photons m? st srt
magnetic field t1 G auss 100 T
area pixel Imagégdetector) pixel
pix (imagé¢detector) pixel
++ barn barn 1028 m?

Miscellaneous units

D debye $x10%Cm
Sun relative to Sun e.g., abundances
chan (detector) channel
bin numerous applications (including the 1-d analogue of pixel
voxel 3-d analogue of pixel
T bit binary information unit
T byte (computer) byte 8 bit
adu Analog-to-digital converter
beam beam area of observation  as inklyam

Notes.( Addition of prefixes for decimal multiples and submultipie allowed® Deprecated in IAU Style Manudl (McNally_1988) but still in
use.®Conversion factors from CODATA Internationally recommedd/alues of the fundamental physical constants 28@2y(: //physics.
nist.gov/cuu/Constants/).

(Sect[4.2.B). Such a representation is regarded as a sialgle 4.2.7. Date
for the complex integer number. This representati@aybe lo-

cated anywhere within bytes 11 through 80. There is strictly no such thing as a data type fiate valued

keywords, however a pseudo data typelafetimeis defined in
Sect[9.111 anchustbe used to write ISO-860datetimestrings
4.2.6. Complex floating-point number as character strings.

If a keyword needs to expresstine in JD or MJD (see
There is no fixed-format for complex floating-point numbgrs. Sect[®), this can be formatted as an arbitrary precision@um

If the value is a complex floating-point number, the valueptionally separating the integer and fractional part azsied
mustbe represented as a real part and an imaginary part, sépa>ect[9.2.2.
rated by a comma and enclosed in parentheses,@2g,.23,
-45.7). Spacesnayprece_de and follow the real and imaginary4_3_ Units
parts. The real and imaginary parts are represented in the sa
way as floating-point values (Se€f._4]2.4). Such a reprasentvhen a numerical keyword value represents a physical gyanti
tion is regarded as a single value for the complex floatinigipoit is recommendedhat units be provided. Unitshall berep-
number. This representationay be located anywhere within resented with a string of characters composed of the resiric
bytes 11 through 80. ASCII text character set. Unit strings can be used as valfies o
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keywords (e.g., for the reserved keywoRIBITIT, andTUNITn), Table 5: Prefixes for multiples and submultiples.
as an entry in a character string column of an ASCI| or binary t
ble extension, or as part of a keyword comment string (see Sec Submult  Prefix Char Mult  Prefix Char
432, below). 101 deci d 10 deca da
The units of allFITSheader keyword values, with the excep- 10 ceni ¢ 1¢* hecto h
tion of measurements of angleshouldconform with the rec- 107 milli - m 1$ kilo k
ommendations in the AU Style Manual (McNally 1988). For igg rr:‘a'l‘r?]rc? u iog ”;ega 2
angular measurements given as floating-point values and spe 1012 pico n 1012 fqe?a T
ified with reserved keywords, the ungbouldbe degrees (i.e., 10-15 femto I;_ 105  peta p
deg). If a requirement exists within this standard for the units 1018 atto 2 10®  exa E
a keyword, then those unitsustbe used. N 102 zepto  z 107 zetta 7
The units for fundamental physical quantities recommended 1024 yocto y 10?4 yotta Y

by the IAU are given in Tablgl3, and additional units that are
commonly used in astronomy are given in Tdlle 4. Further-spé&@ble 6: Characters and strings allowed to denote matheahati
ifications for time units are given in Sect. P.3. The recomdeeh operations.

plain text form for the IAU-recognizedase unitsare given in

column 2 of both tabl€B All base units stringsnaybe preceded, String Meaning

with no intervening spaces, by a single character (two foajle
taken from Tablgl5 and representing scale factors mosthgpss ctri*str2  Multilication

of 10°. Compound prefixes (e.@YeV for 10*° eV) must notoe ctrl.str? Multiglication

used. strl/str2  Division

strl**expr Raised to the powetxpr
strl”expr Raised to the powesxpr

strl str2 Multiplication

4.3.1. Construction of units strings

strlexpr Raised to the powetxpr
; ; . ; log(strl) Common Logarithm (to base 10)
Compound units stringmay be formed by combining strings In(strl) Natural Logarithm

of base units (including prefixes, if any) with the recommenhd
syntax described in Tablg 6. Two or more base units strings
(called str1 and str2 in Table[6) may be combined using
the restricted set of (explicit or implicit) operators thbvide

for multiplication, division, exponentiation, raisingguments to m**+2, m+2, m2, m"2, m" (+2), etc. and per meter cubedaybe
powers, or taking the logarithm or square-root of an argumeindicated bym**-3, m-3, m" (-3), /m3, and so forth. Meters to
Note that functions such abog actually require dimension- the three-halves powenaybe indicated byn(1.5), m"(1.5),
less arguments, so thabg(Hz), for example, actually meansm**(1.5),m(3/2),m**(3/2),andm" (3/2), butnotbym"3/2
log(x/1 Hz). The final units string is the compound string, oprml.5.

a compound of compounds, preceded byoational numeric

multiplier of the form10+**k, 10"k, or 18+k wherek is an inte- o _

ger,optionallysurrounded by parentheses with the sign characteg-2- Units in comment fields

required in the third form in the absence of parenthesestGre
of FITSfiles are encouraged to use the numeric multiplier onl
when the available standard scale factors of Table 5 wilbobt
fice. Parentheses are used for symbol grouping and are ktro
recommendedvhenever the order of operations might be su
ject to misinterpretation. A space character implies mlitta-
tion which can also be conveyed explicitly with an asterisk o
period. Therefore, although spaces are allowed as sympat s
rators, their use is discouraged. Note that, per IAU congant
case is significant throughout. The IAU style manual forlbids

exp(strl)  Exponential ¢€Strl)
sqrt(strl) Square root

the units of the keyword value are specified in the commént o
e header keyword, it i;ecommendethat the units string be
closed in square brackets (i.e., enclosed[bgnd ‘1’) at the

ﬁginning of the comment field, separated from the slagh)(
comment field delimiter by a single space character. An exam-
ple, using a non-standard keyword, is

XPTIME = 1200. / [s] exposure time in seconds

his widespread, bubptional practice suggests that square
bracketsshouldbe used in comment fields only for this pur-
use of more than one slash/() character in a units string. POS€- Nongthelgss, sqftwaa;_ho_uld notdepend on units being
However, since normal mathematical precedence rules apphf*Pressed in this fashion within a keyword comment, and soft
this context, more than one slastaybe used but is discouraged.Varéshould notepend on any string within square brackets in

A unit raised to a power is indicated by the unit string fol& comment field containing a proper units string.

lowed, with no intervening spaces, by thygtionalsymbols** or
" followed by the power given as a numeric expression, call
expr in Table[6. The powemaybe a simple integer, with or
without sign,optionallysurrounded by parenthesestiflyalso 4 4 1. Mandatory keywords
be a decimal nhumber (e.g., 1.5, 0.5) or a ratio of two integers
(e.g., 79), with or without sign, whichmustbe surrounded by Mandatory keywords are required in every HDU as described
parentheses. Thus meters squareybe indicated byn**(2), in the remainder of this subsection. Thewstbe used only as

described in this standard. Values of the mandatory keysvord
® These tables are reproduced from the first in a series of paper mustbe written in fixed-format.

world coordinate systems (Greisen & Calabretta 2002), provides

examples and expanded discussion.

%14. Keywords

10
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Table 7: Mandatory keywords for primary header. NAXISn keywords are non-zero). NAXIS is equal to O, there
shall notbe anyNAXISn keywords.
#  Keyword
1 SIMPLE =T
2  BITPIX END keyword. This keyword has no associated value. Bytes 9
3 NAXIS through 80shall be filled with ASCII spaces (decimal 32 or hex-
4 NAXISn,n=1,...,NAXIS adecimal 20). Th&ND keyword marks the logical end of the
. header and must occur in the last 2880-yf€S block of the
: header.
(other keywords)

: The total number of bits in the primary data array, exclusive
last END of fill that is needed after the data to complete the last 28@e-
data block (Secf_3.3.2), is given by the following expressi

Table 8: Interpretation of valiHITPIX value.
Npits = |BITPIX| X (NAXIS1 X NAXIS2 X --- X NAXISm), (1)

Value Data represented
8 Character or unsigned binary integer
16  16-bit two’s complement binary integer
32  32-bit two’s complement binary integer

whereNpjiis mustbe non-negative and is the number of bits ex-
cluding fill, mis the value oNAXIS, andBITPIX and theNAXISn
represent the values associated with those keywords. Nate t

64  64-bit two's complement binary integer the random groups convention in the primary array has a more
-32  |EEE single precision floating point complicated structure whose size is given by[Eg. 4. The hreade
-64 |IEEE double precision floating point of the firstFITS extension in the file, if presenghall start with
the first FITS block following the data block that contains the
4.4.1.1. Primary header last bit of the primary data array.

An example of a primary array header is shown in Table 9.

The SIMPLE keyword is required to be the first keywordln addition to the required keywords, it includes a few of the
in the primary header of afITSfiles. The primary headenust reserved keywords that are discussed in $ect.14.4.2.

contain the other mandatory keywords shown in Table 7 in the

order given. Other keywordsiust notintervene between the

4.4.1.2. Conforming extensions
SIMPLE keyword and the lastAXISn keyword. g

All conforming extensions, whether or not further speci-
SIMPLE keyword. The value fieldshall contain a logical con- fied in this standardnustuse the keywords defined in Tablé 10
stant with the valu@ if the file conforms to this standard. Thisin the order specified. Other keywordsust notintervene
keyword is mandatory for the primary header andst notap- between th&TENSION keyword and th&COUNT keyword. The
pear in extension headél9\ value of F signifies that the file BITPIX, NAXIS, NAXISn, andEND keywords are defined in Sect.

does not conform to this standard. 441

BITPIX keyword. The value fieldshall contain an integer. The XTENSION keyword. The value fieldshall contain a character
absolute value is used in computing the sizes of data stes:tu String giving the name of the extension type. This keyword is
It shall specify the number of bits that represent a data valuefiti@ndatory for an extension header andst notappear in the
the associated data array. The only valid valueBIIfPIX are primary headeff. To preclude conflict, extension type names
given in TabléB. Writers oFITSarraysshouldselect sBITPIX Mmustbe registered with the IAUFWG. The current list of reg-

data type appropriate to the form, range of values, and acyuristered extensions is given in Appendix F. An up-to-dateidis
of the data in the array. also maintained on theITS Support Gfice web site.

NAXIS keyword. The value fieldshall contain a non-negative PCOUNT keyword. The value fieldshall contain an integer that
integer no greater than 999 representing the number of axeshallbe used in any way appropriate to define the data structure,
the associated data array. A value of zero signifies that teo deonsistent with Eq.12. IBIMAGE (Sect[Z.1) an@ABLE (Sect[Z.P)
follow the header in the HDU. extensions this keyworchusthave the value O; iBINTABLE
extensions (Sedf._4.3) it is used to specify the number afyt
that follow the main data table in the supplemental data area
NAXISn keywords. TheNAXISn keywordsmustbe present for cajied the heap. This keyword is also used in the random group

all valuesn = 1, ..., NAXIS, in increasing order of, and gty cture (Secfl6) to specify the number of parameterspiie
for no other values af. The value field of this indexed keywordeach arra(y ina gr)oup.p bt P vifeg

shall contain a non-negative integer representing the number o

elements along axis of a data array. A value of zero for any of

the NAXISn signifies that no data follow the header in the HDIW&COUNT keyword. The value fieldshall contain an integer that
(however, the random groups structure described in Beas6 shallbe used in any way appropriate to define the data structure,
NAXIS1 = 0, butwill have data following the header if the otheconsistent with Ed.12. This keywomtusthave the value 1 in

" This requirement diers from the wording in the origin®I TS pa- 8 This requirement diers from the wording in the origin&ITS pa-
pers. See Appendix H. pers. See Appendix H.

11
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Table 9: Example of a primary array header.

Keyword records

SIMPLE = T / file does conform to FITS standard
BITPIX = 16 / number of bits per data pixel
NAXIS = 2 / number of data axes

NAXIS1 = 250 / length of data axis 1

NAXIS2 = 300 / length of data axis 2

OBJECT = 'Cygnus X-1'

DATE = '2006-10-22"'

END

the IMAGE, TABLE andBINTABLE standard extensions defined in Table 10: Mandatory keywords in conforming extensions.
Sect[Y. This keyword is also used in the random groups sireict

(Sect[®) to specify the number of random groups present. #  Keyword

The total number of bits in the extension data array (exclu- 1 XTENSION
sive of fill that is needed after the data to complete the 18802 g Eigéx
byte data block) is given by the following expression: 4 NAXISm.n=1 ... NAXIS

5  PCOUNT
Npits = |BITPIX| X GCOUNT X 6 GCOUNT
(PCOUNT + NAXIS1 X NAXIS2 X - - - X NAXISm), 2)

whereNpis mustbe non-negative and is the number of bits ex- (other keywords)
cluding fill; m is the value ofNAXIS; and BITPIX, GCOUNT, :
PCOUNT, and theNAXISn represent the values associated with last END

those keywords. INyiis > 0, then the data arraghall be con-
tained in an integral number of 2880-byE Sdata blocks. The The following formatmay appear on files written before

header of the nexEITS extension in the file, if anyshall start : ; ;
with the firstFITS block following the data block that contains‘;‘i”\ll?rl]J g rtyh el 'di?eo %nTvr\;ﬁi cvr? I,:Jhee f:_? Iléiuc\?vr;t;’algfe;ecdhairnact;;eer fsotrr:]qg
the last bit of the current extension data array. DD/MM/YY, whereDD is the day of the montht the month num-
ber with January given by 01 and December by 12, einthe
4.4.2. Other reserved keywords last two digits of the year, the first two digits being undeost
to be 19. Specification of the date using Universal Timets
The reserved keywords described below apgional but if ommendetut not assumed.
present in the header thegustbe used only as defined in this  \yhen a newly created HDU is substantially a verbatim copy
standard. They apply to arfjiTS structure with the meanings 4 another HDU, the value of theATE keyword in the original
and restrictions defined below. AMTS structuremayfurther py maybe retained in the new HDU instead of updating the
restrict the use of these keywords. value to the current date and time.

4.4.2.1. General descriptive keywords ORIGIN keyword. The value fieldshall contain a character

string identifying the organization or institution respibie for

DATE keyword. The value fieldshall contain a character string creating the=ITSfile.
giving the date on which the HDU was created, in the form
YYYY-MM-DD, or the date and time when the HDU was created,

i.fXTEND keyword. The value fieldshall contain a logical value
the formYYYY-MM-DDThh:mm: ss[.sss...], whereYYYY shall i 9

L o hether th&ITSfile is all i form-
be the four-digit calendar year numb#H, the two-digit month indicating whether th&ITSfile is allowed to contain conform

, , ing extensions following the primary HDU. This keywontay
number with January given by 01 and December by 12_,Dmd only appear in the primary header amiist notappear in an

the tWO'd'g'_t day of the month. When both date_ and time aBxtension header. If the value fieldisthen theremaybe con-
given, the I't(?rf.ilT shaI_I separate the date af!d.“”“h shall forming extensions in thEITSfile following the primary HDU.
be the two-digit hour in the daym the two-digit number of Thig yevword is only advisory, so its presence with a vatue
minutes after the hour, anss[ . sss. ... ] the number of seconds 464 not require that tHeTSfile contains extensions, nor does
(two digits followed by ano_ptlonal fractlon)_ after the MINUEE. 6 ahsence of this keyword necessarily imply that the filesdo
Default valuesnust nobe given to any portion of the dgtine . ontain extensions. Earlier versions of this standatbe

string, and Ieadir_1g zeraaust notbe omitted. T_he qlecimal Partihat theEXTEND keywordmustbe present in the primary header
of the S?C.O”ds f|g|d |ept|_onal andmaybe arbitrarily long, SO ¢ e file contained extensions, but this is no longer rezplir
long as it is consistent with the rules for value formats oftSe

[4.2. Otherwise said, the format fDATE keywords written after

January 1, 2006hall be the 1ISO-860Hatetimeform described BLOCKED keyword. This keyword is deprecated astiould not

in Sect[9.111. See also Sdct.]9.5. be used in neviFITSfiles. It is reserved primarily to prevent its
The value of thATE keywordshallalways be expressed inuse with other meanings. As previously defined, this keywibrd

UTC when in this format, for all data sets created on Earth. used, wasequiredto appear only within the first 36 keywords in

12
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the primary header. Its presence with the required logiahles 4.4.2.3. Bibliographic keywords
of T advised that the physical block size of g Sfile on which
it appeargnaybe an integral multiple of theITS block length

and not necessarily equal to it. AUTHOR keyword. The value fieldshall contain a character

string identifying who compiled the information in the dats:
sociated with the header. This keyword is appropriate when t
4.4.2.2. Keywords describing observations data originate in a published paper or are compiled from many
sources.

DATE-OBS keyword. The format of the value field for ] ]

DATE-0BS keywordsshall follow the prescriptions for theATE ~REFERENC keyword. The value fieldshall contain a charac-

keyword (SectC4.4]12 and SeEt_911.1 Either the four-digiry ter string citing a reference where the data associated tivith

format or the two-digit year formahaybe used for observation header are published. It iscommendethat either the 19-digit

dates from 1900 through 1999 although the four-digit foriaat Pibliographic identifid used in the Astrophysics Data System

recommended bibliographic database{tp://adswww.harvard.edu/) or
When the format with a four-digit year is used, the defaultifh® Pigital Object Identifierttp://doi .. org) be included in

terpretations for timshouldbe UTC for dates beginning 1972- he,vallue string when available (6'91;994A&AS' -103..135A°

01-01 and UT before. Other date and time scales are pertiissi’ *d01:10.1006/jmbi.1998.2354").

The value of theDATE-0OBS keywordshall be expressed in the

principal time system or time scale of the HDU to which it be4.4.2.4. Commentary keywords

longs; if there is any chance of ambiguity, the chabeuldbe

clarified in comments. The value DATE-0BS shallbe assumed ) ] )

to refer to the start of an observation, unless anothergnséa-  1hese keywords provide commentary information about the

tion is clearly explained in the comment field. Explicit sifiec contentsor history of thEITSfile andmayoccur any number of

cation of the time scale icommendedy default, times for fimes in a header. These keywostllhave no associated value

TAI and times that run simultaneously with TAI, e.,g., UTQlan €Ven if the value indicator characters.' appear in bytes 9 and

TT, will be assumed to be as measured at the detector (or 1 (hence it isecommendedhat these keywords not contain

practical cases, at the observatory). For coordinate tauels as - the value indicator). Bytes 9 through &faycontain any of the

TCG, TCB and TDB, the defautthall be to include light-time restrlcted_set of ASCII text characters, decimal 32 throligé

corrections to the associated spatial origin, namely toege  (Nexadecimal 20 through 7E). _ .

ter for TCG and the solar-system barycenter for the other two | €arlier versions of this standard continued string keyigo

Conventionsnaybe developed that use other time systems. Timig€€L4.2.1.2) could be handled as commentary keywords if the

scales are now discussed in detail in Sect. 9.2.1 and Table 30°€levant convention was not supported. NG@NTINUE key-
When the value obATE-OBS is expressed in the two-digit wordsshall be honoured as specified in Secfion 4.2.1.2.

year form, allowed for files written before January 1, 200thwi

ayearin thg range 1900-1999, th_ere is no default assu_rrmiorcOMMENT keyword. This keywordmaybe used to supply any
to whether it refers to the start, middle or end of an obs@mat comments regarding tHal TSfile.

DATExxxx keywords. The value fields for all keywords begin-HISTORY keyword. This keywordshouldbe used to describe
ning with the stringDATE whose value contains date, ang- the history of steps and procedures associated with thegsec
tionally time, informationshall follow the prescriptions for the ing of the associated data.

DATE-0BS keyword. See also Seff, 9.1.1 for thetetimeformat,

for further global time k ifi h .
g?sngngS or further global time keywords specified g t Keyword field is blank. This keywordmaybe used to supply

any comments regarding tidTSfile. It is frequently used for
aesthetic purposes to provide a break between groups tédela
TELESCOP keyword. The value fieldshall contain a character keywords in the header.
string identifying the telescope used to acquire the datacs

ated with the header. A sequence of one or more entirely blank keyword records

(consisting of 80 ASCII space characters) that immedigisdy

INSTRUME keyword. The value fieldshall contain a character cede theEND keyword may be interpreted as non-significant fill

string identifying the instrument used to acquire the datmei- SPace that may be overwritten when new keywords are appended
ated with the header. to the header. This usage convention enables an arbittarijg

amount of header space to be preallocated whefkfh8 HDU

is first created which can help mitigate the potentially time
OBSERVER keyword. The value fieldshall contain a charac- consuming alternative of having to shift all the followingtel
ter string identifying who acquired the data associateth Wit in the file by 2880 bytes to make room for a new FITS header
header. block each time space is needed for a new keyword.

] ] 9 This bibliographic conventiorl (Schmitz etlal. _1995) wasiatly
OBJECT keyword. The value fieldshall contain a character developed for use within NED (NASAPAC Extragalactic Database)
string giving a name for the object observed. and SIMBAD (operated at CDS, Strasbourg, France).

13
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4.4.2.5. Keywords that describe arrays ray, after application dSCALE andBZERO, are expressed. These
unitsmustfollow the prescriptions of Sedf. 4.3.

These keywords are used to describe the contents of an

array, either in the primary array, in an image extensiorc{(Se _ i

[71), or in a series of random groups (SELt. 6). Theyat®nal BLANK kgyword. This keyworqlsha_ll be used _on!y in headers

but if they appear in the header describing an array or QF-OUr%éth positive values OBITPIX (|.e._,\|n arrays with integer data).

they mustbe used as defined in this section of this standargytes 1 through 8 contain the stringLANK......" (ASCII spaces

They shall notbe used in headers describing other structurtPytes 6 through 8). The value fiekhall contain an integer
unless the meaning is the same as defined here. that specifies the value that is used within the integer away

represent pixels that have an undefined physical value.
] ) If the BSCALE andBZERO keywords do not have the default
BSCALE keyword. This keywordshall be used, along with the yaiyes of 1.0 and 0.0, respectively, then the value oBI¥NK
BZERO keyword, to linearly scale the array pixel values (i.e., theeywordmustequal the actual value in tHe TS data array that

physical values that they represent using[Eq. 3. ing physical value (computed from Egl. 3). To cite a specific,
hvsicalvalue — | common examplaynsignedl6-bit integers are represented in a
physicalvalue = BZERO + BSCALE x arrayvalue (3) " signedntegerFITSarray (WithBITPIX = 16) by setting8ZERO

The value fieldshall contain a floating-point number represent: 3276NABSCALE = L. Ifitis desired to use pixels that have

. . . . : : ignedvalue (i.e., the physical value) equal to O to repre-
ing the codficient of the linear term in the scaling equation, thgnunsigne . !

ratio of physical value to array value at zendset. The default sent underf:ned Iplxels in the array, tuen.m?]NK keyV\fordlmus:‘ h
value for this keyword is 1.0. Before support for IEEE flogtin B, Sello the value32768 because that is the actual value of the

point data types was added®tr S (Wells & Grosbgl 1990), this N Pixels in thelTSarray.
technique of linearly scaling integer values was the only tea

represent the full range of floating-point values iRldS array. paTAMAX keyword. The value fieldshall always contain a
This linear scaling technique is still commonly used to KU floating-point number, regardless of the valueBatPIX. This
the size of the data array by a factor of two by representing 32umbershallgive the maximum valid physical value represented
bit floating-point physical values as 16-bit scaled integer by the array (from EqJ3), exclusive of any IEEE special value

BZERO keyword. This keywordshall be used, along with the pataMTN Kkeyword. The value fieldshall always contain a

BSCALE keyword, to linearly scale the array pixel values (i.., thsating-point number, regardless of the valueBatPIX. This
actual values stored in tHdTSfile) to transform them into the numbershallgive the minimum valid physical value represented

physical values that they represent using[Eq. 3. The valie fig, ihe array (from EQ3), exclusive of any IEEE special value
shall contain a floating-point number representing the physmaY

value corresponding to an array value of zero. The defalleva
for this keyword is 0.0. WCS keywords. An extensive set of keywords have been de-
Besides its use in representing floating-point values dedcafined to describe the world coordinates associated with i&y.ar
integers (see the description of tB&CALE keyword), theBZERO These keywords are discussed separately in Bect. 8.
keyword is also used when storing unsigned integer valueein
FITSarray. In this special case tBSCALE keywordshall have _
the default value of 1.0, and tHBZERO keywordshall have one 4-4-2.6. Extension keywords
of the integer values shown in Talplel 11. o i
Since theFITSformat does not support a native unsigned intN€ next three keywords were originally defined for use
teger data type (except for the unsigned 8-bit byte data yipe within the he_ader of a conforming extension, however theg a_l
unsigned values are stored in tR Sarray as native signed in- Mayappear in the primary header with an analogous meaning.
tegers with the appropriate integefset specified by thezero  !f these keywords are present, itrtecommendethat they have
keyword value shown in the table. For the byte data type, tRd!Nique combination of values in each HDU of #igSfile.

converse technique can be used to store signed byte values as

native unsigned values with the negatBZERO offset. In €ach pyryaMg keyword. The value fieldshall contain a character

case, the physical value is computed by adding #f@e0Speci- sing 1o be used to distinguish amongfelient extensions of

fied by theBZERO keyword to the native data type value that igo same type, i.e., with the same valu&DENSION, in aFITS

stored in the=ITSfile M file. Within this context, the primary arrahouldbe considered
as equivalent to alMAGE extension.

BUNIT keyword. The value fielcshall contain a character string

describing the physical units in which the quantities in ée EXTVER keyword. The value fieldshall contain an integer to be

10 A more computationally ficient method of adding or subtractingused to distinguish amongffhrent extensions inflTSfile with
the BZERO values is to simply flip the most significant bit o thinary the same type and name, i.e., the same vaIu@SITEN_SION and .
value. For example, using 8-bit integers, the decimal vau@ minus EXTNAME. T_he values need not start with 1 for the f|_rst extension
the BZERO value of 128 equals 120. The binary representafi@4g With a particular value oEXTNAME and need not be in sequence
is 11111000. Flipping the most significant bit gives the hinealue for subsequent values. If ttBXTVER keyword is absent, the file
01111000, which is equal to decimal 120. shouldbe treated as if the value were 1.
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Table 11: Usage a8ZERO to represent non-default integer data types.

BITPIX Native Physical BZERO
data type data type
8 unsigned signed byte -128 (=29
16  signed  unsigned 16-bit 32768 (219
32  signed  unsigned 32-bit 2147483648 (2%

64 signed  unsigned 64-bit 9223372036854775808  (2%%)

EXTLEVEL keyword. The value fieldshall contain an integer CHECKSUM Keyword. The value field of th&€HECKSUM keyword
specifying the level in a hierarchy of extension levels & #x- shall consist of an ASCII character string whose value forces
tension header containing it. The vaktgall be 1 for the highest the 32-bit 1's complement checksum accumulated over the en-
level; levels with a higher value of this keywostiall be subor- tire FITSHDU to equal negative 0. (Note that 1's complement
dinate to levels with a lower value. If t/BXTLEVEL keyword is arithmetic has both positive and negative zero elemerits3. |
absent, the filshouldbe treated as if the value were 1. recommendedhat the particular 16-character string generated
by the algorithm described in Appendix J be used. A string con
taining only one or more consecutive ASCII blanks may be used
to represent an undefined or unknown value for G(HBCKSUM

The following keyword is optional, but iseservedfor use keyword,

by the convention described in Appendik K. If presershgll

appear in the extension header immediately after the mandat The CHECKSUM keyword valuemustbe expressed in fixed

keywords, and be used as described in the Appendix. format, when the algorithm in Appendik J is used, otherwlige t
usage of fixed format isecommendedRecording in the com-
ment field the 1ISO-8601-formatted Datetime when the value of

INHERIT keyword. The value fieldshall contain a logical value this keyword record is created or updatedsisommended

of T or F to indicate whether or not the current extension should If the CHECKSUM keyword exists in the header of the HDU

inherit the keywords in the primary header of the FITS file. and the accumulated checksum is not equal to -0, or if the

DATASUM keyword exists in the header of the HDU and its value

does not match the data checksum then this provides a strong i

dication that the content of the HDU has changed subseqoent t

the time that the respective keyword value was computech Suc
n invalid checksum may indicate corruption during a priler fi

The two keywords described here provide an integrity cheggpy or transfer operatio>r/1, or a corruptio% of the ph%/sicgd'ra

on the information contained IRITSHDUs. on which the file was stored. It may alternatively reflect an in
tentional change to the data file by subsequent data proggaési
the CHECKSUM value was not also updated.

[4.4.217 Data Integrity Keywords

DATASUM Keyword. The value field of theDATASUM keyword
shall consist of a character string thalhouldcontain the un-

signed integer value of the 32-bit 1's complement checkstim oo rmally both keywords will be present in the header if eithe
the data records in the HDU (i.e., excluding the header o=jor ;o present, but this is not required. These keywords apply

For this purpose, each 2880-byifl'S logical record should be 1 the HDU in which they are contained. If these keywords are

interpreted as consisting of 720 32-bit unsigned integlte.4 yjiten in one HDU of a multi-HDUFITS ile then it isstrongly

= y . o Yecommendethat they also be written to every other HDU in
significance where the most significant byte is first, andeastl o fije with values appropriate to each HDU in turn: in that

significant byte is last. Accumulate the sum of these in®gef 556 the checksum accumulated over the entire file will equal

ing 1's complement arithmetic in which any overflow of the mosy a5 well, TheDATASUM keyword mustbe updated before the

significant bit is propagated back into the least signifiéahnof  ~yrcrsum keyword. In general updating the two checksum key-

the sum. words should be the final step of any update to either data or
The DATASUM value is expressed as a character string (i.é1€ader records in a FITS HDU. It is highlgcommendethat if

enclosed in single quote characters) because supportgfdulth aFITSfile is intended for public distribution, then the checksum

range of 32-bit unsigned integer keyword values is probtemakeywords, if present, should contain valid values.

in some software systems. This string may be padded with non-

significant leading or trailing blank characters or leadiegos.

A string containing only one or more consecutive ASCI| blank4.4.3. Additional keywords

may be used to represent an undefined or unknown value for

the DATASUM keyword. TheDATASUM keyword may be omit- New keywordsmay be devised in addition to those described

ted in HDUs that have no data records, but it is preferable ito this standard, so long as they are consistent with thergene

include the keyword with a value of 0. Otherwise, a missinglized rules for keywords and do not conflict with mandatory

DATASUM keyword asserts no knowledge of the checksum of reserved keywords. Any keyword that refers to or depends

the data records. Recording in the comment field the ISO-86Qfpon the existence of other specific HDUs in the same or other

formatted Datetime when the value of this keyword record fées should be used with caution because the persistenbess t

created or updated iecommended HDUs cannot always be guaranteed.
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5. Data Representation 5.3. IEEE-754 floating point

Primary and extension dathall be represented in one of theTransmission of 32- and 64-bit floating-point data withire th

formats described in this sectioRlTS datashall be interpreted FITS format shall use the ANSIEEE-754 standard| (IEEE

to be a byte stream. Bytes are in big-endian order of decrgasi985).BITPIX = -32 andBITPIX = -64 signify 32- and 64-

significance. The byte that includes the sigrshiallbe first, and bit IEEE floating-point numbers, respectively; the absaliue

the byte that has the ones bhtall be last. of BITPIX is used for computing the sizes of data structures. The
full IEEE set of number forms is allowed fé1 TS interchange,
including all special values.

5.1. Characters The BLANK keyword should not be used when
BITPIX = -32 or -64; rather, the IEEE NaNshould be
{sed to represent an undefined value. Use ofBS®&ALE and

shall be represented by its 7-bit ASCIl_(ANSI 1@’77) code irﬁZERo keywords isnot recommended

the low order seven bits in the byte. The high-ordeshiall be

zero. AppendiXE has additional details on the IEEE format.
5.2. Integers 5.4. Time
5.2.1. Eight-bit There is strictly no such thing as a data typetfiore valuediata,

but rules to encode time values are given in Séct. 9 and in more

Eight-bit integershall be unsigned binary integers, contained jfl€tail in[Rots et &l (2015).
one byte with decimal values ranging from 0 to 255.

5.2.2 Sixteen-bit 6. Random groups structure

Sixteen-bit integershallbe two’s complement signed binaryin-Tne random groups_struc}ure allows a <f:o||ecti0n of ‘group;s’
tegers, contained in two bytes with decimal values rangiogf WNere a group consists of a subarray of data and a set of as-
-32768 t10+32767. sociated parameter values, to be stored withinRITes primary

data array. Random groups have been used almost exclusively
for applications in radio interferometry; outside this digthere
5.2.3. Thirty-two-bit is little support for reading or writing data in this form&ither
than the existing use for radio interferometry data, theloam
Thirty-two-bit integersshallbe two’s complement signed binarygroups structure is deprecated asttbuld notbe further used.
integers, contained in four bytes with decimal values maggi For other applications, the binary table extension (£€8j.fto-
from -2147483648 ta-2147483647. vides a more extensible and better documented way of associa
ing groups of data within a single data structure.

5.2.4. Sixty-four-bit

6.1. Keywords
Sixty-four-bit integersshall be two’s complement signed binary
integers, contained in eight bytes with decimal values irajg 6.1.1. Mandatory keywords

from -9223372036854775808 #9223372036854775807. . . , .
The SIMPLE keyword is required to be the first keyword in the

primary header of alFITS files, including those with random
5.2.5. Unsigned integers groups records. If the random groups format records follosv t
primary header, the keyword records of the primary heauest
TheFITSformat does not support a native unsigned integer datae the keywords defined in Tablg 12 in the order specified. No
type (except for the unsigned 8-bit byte data type) theeefor-  other keywordsnayintervene between tt8IMPLE keyword and
signed 16-bit, 32-bit, or 64-bit binary integers cannot toeedd the lastNAXISn keyword.
directly in aFITSdata array. Instead, the appropriafisetmust
be applied to the unsigned integer to shift the value intodhge o )
of the corresponding signed integer, which is then storetien STMPLE keyword. The keyword record containing this keyword
FITS file. The BZERO keywordshall record the amount of the IS structured in the same way as if a primary data array were
offset needed to restore the original unsigned value BBaaLE  Present (Sect. 4.4.1).
keywordshall have the default value of 1.0 in this case, and the

%p%gﬁ)rmmezzmo value, as a function GITPIX, is specified BITPIX keyword. The keyword record containing this keyword

) ) ) ) is structured as prescribed in Séct. 4.4.1.
This same techniqueustbe used when storing unsigned

integers in a binary table column of signed integers (£e8i2Y.

In this case th&SCALn keyword (analogous tBSCALE) shall NAXIS keyword. The value fieldshall contain an integer rang-
have the default value of 1.0, and the appropri@EROn value ing from 1 to 999, representing one more than the number of
(analogous t®ZERO) is specified in Table19. axes in each data array.
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Table 12: Mandatory keywords in primary header preceding rahe value field, then the data value for the parameter of taien

dom groups. is to be obtained by adding the derived data values of the€orr
sponding parameters. This rule provides a mechanism byhwhic
#  Keyword a random parametenayhave more precision than the accompa-
1 SIMPLE =T nying data array elements; for example, by summing two 16-bi
g E}I\)T(II’?( values with the first scaled relative to the other such thestim
4 NAXISL < © forms a number of up to 32-bit precision.
5 NAXISn, n=2, ..., value olNAXIS

PSCALn keywords. This keywordshall be used, along with the
PZEROn keyword, when the™ FITS group parameter value is

(other keywords, whicmustinclude . .. :
(other keywords, whichmustinclude ...) not the true physical value, to transform the group paramete

GROUPS = T \ ¢ !
PCOUNT value to the true physical values it represents, usind Eghs.
GCOUNT value fieldshallcontain a floating-point number representing the
codficient of the linear term in EQl 5, the scaling factor between
. true values and group parameter values at z&seb The default
last END value for this keyword is 1.0.

NAXIS1 keyword. The value fieldshall contain the intege®, ) )
a signature of random groups format indicating that thereois PZEROn keywords. This keywohrdshall be used, along with the
primary data array. PSCALn keyword, when then™ FITS group parameter value

is not the true physical value, to transform the group parame
ter value to the physical value. The value fisldall contain a
NAXISn keywords (n=2, ..., value of NAXIS). The NAXISn floating-point number, representing the true value coordp
keywordsmustbe present for all values = 2, ..., NAXIS, ingto a group parameter value of zero. The default valuehier t
in increasing order afi, and for no larger values of The value keyword is 0.0. The transformation equation is as follows:
field shall contain an integer, representing the number of posi-

tions along axisi- 1 of the data array in each group. i
physicalvalue = PZEROn + PSCALn x groupparmvalue (5)

GROUPS keyword. The value fieldshall contain the logical con-
stantT. The valueT associated with this keyword implies that6-2- Data sequence

random groups records are present. Random groups daghall consist of a set of groups. The num-
ber of groupsshall be specified by th6COUNT keyword in the

PCOUNT keyword. The value fieldshall contain an integer equal @ssociated header. Each graiiall consist of the number of pa-

to the number of parameters preceding each array in a groupfa@meters specified by tHReOUNT keyword followed by an array
with the number of elementsqem given by the following ex-

i ) ) pression:
GCOUNT keyword. The value fieldshall contain an integer equal

to the number of random groups present.
Nelem = (NAXIS2 x NAXIS3 X - -- X NAXISm), (6)

END keyword. This keyword has no associated value. Bytes \Where Neiem is the number of elements in the data array in a

through 8shall contain ASCII spaces (decimal 32 or hexadedroup,m is the value ofNAXTS, and theNAXISn represent the
imal 20). values associated with those keywords.

The first parameter of the first grogpall appear in the first
o location of the first data block. The first element of eachyarra
The total number of bits in the random groups records exclghallimmediately follow the last parameter associated with that
sive of the fill described in 86@2 IS given by the fO”Oglln group. The first parameter of any Subsequent gﬂh_qﬂ imme-
expression: diately follow the last element of the array of the previotmup.
The arraysshall be organized internally in the same way as an
ordinary primary data array. If the groups data do not fill the
Npits = [BITPIX| x GCOUNT x final data block, the remainder of the bloskall be filled with
(PCOUNT + NAXIS2 X NAXIS3 X - - - X NAXISm), (4) zerovaluesinthe same way as a primary data array (Sed).3.3.
If random groups records are present, tharall be no primary
whereNyis is non-negative and the number of bits excluding filldata array.
m is the value oNAXIS; andBITPIX, GCOUNT, PCOUNT, and the
NAXISn represent the values associated with those keywords. 6.3. Data representation
Permissible data representations are those listed in Bect.
Parameters and elements of associated data ahnajlhave the
PTYPEn keywords. The value fieldshall contain a character same representation. If more precision is required for an@s
string giving the name of parameterlf the PTYPEn keywords ated parameter than for an element of a data array, the param-
for more than one value af have the same associated name ietershall be divided into two or more addends, represented by

6.1.2. Reserved keywords
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Table 13: Mandatory keywords in image extensions.  NAXIS keyword. The value fieldshall contain a non-negative
integer no greater than 999, representing the number ofiaxes

#  Keyword the associated data array. If the value is zero then the image
1 XTENSION=,'IMAGE....' tensionshall nothave any data blocks following the header.
2 BITPIX
3 NAXIS
4 NAXISn,n=1,...,NAXIS NAXISn keywords. TheNAXISn keywordsmustbe present for
5  PCOUNT = § all valuesn = 1, ..., NAXIS, in increasing order ofi, and
6 GCOUNT =1 for no other values ai. The value field of this indexed keyword
: shall contain a non-negative integer, representing the number of
(other keywords ...) elements along axis of a data array. If the value of any of the
. NAXISn keywords is zero, then the image extenssirall not
‘ have any data blocks following the heademWAKIS is equal to
last END 0, thereshould notoe anyNAXISn keywords.

the same value for theTYPEn keyword. The valushall be the
sum of the physical values, whichayhave been obtained fromPCOUNT keyword. The value fieldshall contain the integed.
the group parameter values using #%ALn andPZEROn key-

words.
GCOUNT keyword. The value fieldshall contain the integet;

each image extension contains a single array.

7. Standard extensions

END keyword. This keyword has no associated value. Bytes 9
a{Hrough 8Gshallbe filled with ASCII spaces (decimal 32 or hex-
adecimal 20).

A standard extension is a conforming extension whose org
zation and content are completely specified in this standdrel
specifications for the 3 currently defined standard extessio
namely,

) 7.1.2. Other reserved keywords
1. 'IMAGE’ extensions;
2. *TABLE’ ASCII table extensions; and The reserved keywords defined in SECE. 4.4.2 (exce¥DEND
3. BINTABLE’ binary table extensions; and BLOCKED) may appear in an image extension header. The

keywordsmustbe used as defined in that section.

are given in the following sections. A list of other conformi

extensions is given in AppendiX F.
g ppendit 7.1.3. Data sequence

7.1. Image extension The data formashall be identical to that of a primary data array
as described in Se€f._3.8.2.

The FITSimage extension is nearly identical in structure to the

the primary HDU and is used to store an array of data. Multiple

image extensions can be used to store any number of arrays ih# The ASCII table extension

single FITSfile. The first keyword in an image extensishall . . .
be)%TENSION:H'IMAGEuuu'?/ 9 The ASCII table extension provides a means of storing cata-

logs and tables of astronomical dataRITS format. Each row
of the table consists of a fixed-length sequence of ASClI-char
7.1.1. Mandatory keywords acters divided into fields that correspond to the column&ién t

_ ) . table. The first keyword in an ASCII table extensisimall be
The XTENSION keyword is required to be the first keyword offTENSION=..' TABLE......'

all image extensions. The keyword records in the header of an e
image extensiomustuse the keywords defined in Talhle] 13 in
the order specified. No other keyworggyintervene between 7.2.1. Mandatory keywords

theXTENSION andGCOUNT keywords. )
The header of an ASCII table extensiomust use the key-

words defined in Table14. The first keywartistoe XTENSION;
XTENSION keyword. The value fieldshall contain the character the seven keywords followingTENSION (BITPIX ...TFIELDS)
string 'IMAGE._._...". mustbe in the order specified with no intervening keywords.

BITPIX keyword. The value fieldshall contain an integer. The XTENSTON keyword. The value fieldshall contain the character
absolute value is used in computing the sizes of data stegtuU string value text TABLE......'

It shall specify the number of bits that represent a data value. -

The only valid values oBITPIX are given in TablEl8. Writers of

IMAGE extensionshouldselect sBITPIX data type appropriate BITPIX keyword. The value fieldshall contain the integes,
to the form, range of values, and accuracy of the data in tiag.ar denoting that the array contains ASCII characters.
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Table 14: Mandatory keywords in ASCII table extensions.

#  Keyword

1 XTENSION=_'TABLE_..'

2 BITPIX = 8

3 NAXIS = 2

4 NAXIS1

5 NAXIS2

6 PCOUNT = O

7 GCOUNT = 1

8 TFIELDS
(other keywords, including (ifFIELDS is not zero) .. .)
TTYPEn, n=1, 2, ..., k where k is the value @FIELDS (Recommendéd
TBCOLn, n=1, 2, ..., k where k is the value @FIELDS (Required
TFORMn, n=1, 2, ..., k where k is the value @FIELDS (Required

last END

NAXIS keyword. The value fielcshallcontain the integez, de-  Table 15: ValidTFORMn format values irTABLE extensions.
noting that the included data array is two-dimensional:gawd

columns.
Field value Data type
Aw Character
NAXIS1 keyword. The value fieldshall contain a non-negative Iw Decimal integer
integer, giving the number of ASCII characters in each row of Fw.d  Floating-point, fixed decimal notation
the table. This includes all the characters in the defineddiel Ew.d  Floating-point, exponential notation

Dw.d Floating-point, exponential notation

plus any characters that are not included in any field.

Notes.w is the width in characters of the field adds the number of

NAXIS2 keyword. The value fieldshall contain a non-negative digits to the right of the decimal,

integer, giving the number of rows in the table.

tions are not permitted. THEDISPn keyword, defined in Sect.
PCOUNT keyword. The value fieldshall contain the integes. [7.2.2, may be used tecommendhat a decimal integer value in
an ASCII table be displayed as the equivalent binary, ootal,
hexadecimal value.
GCOUNT keyword. The value fieldshall contain the integet;

the data blocks contain a single table. _ _
END keyword. This keyword has no associated value. Bytes 9

through 80shall contain ASCII spaces (decimal 32 or hexadec-
TFIELDS keyword. The value fieldshallcontain a non-negative imal 20).
integer representing the number of fields in each row. The-max

imum permissible value is 999.
7.2.2. Other reserved keywords

TBCOLn keywords. The TBCOLn keywordsmustbe present for In addition to the reserved keywords defined in Ject. #.42 (e

all valuesn = 1, ..., TFIELDS and for no other values of cept for EXTEND and BLOCKED), the following other reserved

The value field of this indexed keywostall contain an integer keywordsmaybe used to describe the structure of an ASCII ta-

specifying the column in which field starts. The first column ble data array. They ameptional but if they appear within an

of a row is numbered 1. ASCII table extension header, thayustbe used as defined in
this section of this standard.

TFORMn keywords. The TFORMn keywordsmustbe present for

allvaluesn = 1, ..., TFIELDS and for no other values @f. ~TTYPEn keywords. The value field for this indexed keyword
The value field of this indexed keywosthall contain a character shall contain a character string giving the name of fieldt is
string describing the format in which fietdis encoded. Only the strongly recommendetthat every field of the table be assigned
formats in Tabl& 15, interpreted as Fortran (ISO_2004) ifiput  a unique, case-insensitive name with this keyword, andréds
mats and discussed in more detail in Sect. 7.2.5, are perhfd@t ommendedhat the character string be composed only of upper
encoding. Format codenaustbe specified in upper case. Otheand lower case letters, digits, and the underscbrg decimal
format editing codes common to Fortran such as repetition, B5, hexadecimal 5F) character. Use of other charactert igc-
sitional editing, scaling, and field termination are notmpitted. ommendetbecause it may be fiicult to map the column names
All values in numeric fields have a number base of ten (i.ey thinto variables in some languages (e.g., any hyphens, *%+or *
are decimal); binary, octal, hexadecimal, and other remtas characters in the name may be confused with mathematical op-
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Table 16: ValidTDISPn format values irTABLE extensions.

Field value Data type
Aw Character

Iw.m Integer

Bw.m Binary, integers only

Ow.m Octal, integers only

Zw.m Hexadecimal, integers only

Fw.d Floating-point, fixed decimal notation

Ew.dEe Floating-point, exponential notation
ENw.d Engineering; E format with exponent multiple of three
ESw.d Scientific; same as EN but non-zero leading digit if not zero
Gw.dEe General; appears as F if significance not lost, else E.
Dw.dEe Floating-point, exponential notation

Notes.w is the width in characters of displayed valuass the minimum number of digits displayedljs the number of digits to right of decimal,
ande is number of digits in exponent. Then andEe fields areoptional

erators). String comparisons with tH&@YPEn keyword values played. All elements in a fieldhall be displayed with a single,
should notbe case sensitive (e.g., 'TIME’ and 'Timshouldbe repeated format. Only the format codes in Tdble 16, intéggre
interpreted as the same name). as Fortran (ISQ_2004) output formats, and discussed in m@re d
tail in Sect[7.3 1, are permitted for encoding. The fornuates
mustbe specified in upper case. If tiB&.m, Ow.m, andZw.m
formats are not readily available to the reader,hem display
formatmaybe used instead, and if tE#w. d andESw. d formats
are not availablegw. d maybe used.

TUNITn keywords. The value fieldshall contain a character
string describing the physical units in which the quantit§iéld
n, after any application ofSCALn and TZEROn, is expressed.
Units mustfollow the prescriptions in Sedt. 4.3.

TSCALn keywords. This indexed keyworghall be used, along The following four keywordsnaybe used to specify minimum
with the TZEROn keyword, to linearly scale the values in the ta@nd maximum values in numerical columns dfFl@SASCII or

ble fieldn to transform them into the physical values that the}jinary table. These keywordsusthave the same data type as
represent using E@] 7. The value fieltail contain a floating- the physical values in the associated column (either ageémter
point number representing the ¢beient of the linear term in @ floating point number). Any undefined elements in the column
the scaling equation. The default value for this keyword.@ 1 shallbe excluded when determining the value of these keywords.
This keywordmust note used for A-format fields.

The transformation equation used to compute a true physical , . .
value from the quantity in fielel is TDMINn keywords. The value fieldshall contain a number giv-

ing the minimum physical value contained in columrmf the

physicalvalue = TZEROn + TSCALn x field_value (7) table. This keyword is analogous to thATAMIN keyword that
is defined for arrays in Se¢t. 4.4.2.5.

wherefield value is the value that is actually stored in that

table field in the=ITSfile.

TDMAXn keywords. The value fieldshall contain a number giv-

his indexed k shallb d al ing the maximum physical value contained in columof the
TZEROn keywords. This indexed keyworshall be used, along apje This keyword is analogous to thaTAMAX keyword that
with the TSCALn keyword, to linearly scale the values in the taig qafined for arrays in Se€L 4.4.2.5.

ble fieldn to transform them into the physical values that they

represent using EQJ 7. The value fieddall contain a floating-

point number representing the physical value corresp@in Ty y1Nn keywords. The value fieldshall contain a number that

an array value of zero. The default value for this keyword® O gpecifies the minimum physical value in columrthat has a

This keywordmust notbe used for A-format fields. valid meaning or interpretation. The column is not required
to actually contain any elements that have this value, aed th

TNULLn keywords. The value field for this indexed keywordColumn may contain elements with physical values less than
shall contain the character string that represents an undefirfédit¥n, however, the interpretation of any such out-of-range
value for fieldn. The string is implicitly space filled to the width c0lumn elements is not defined.

of the field.

TLMAXn keywords. The value fieldshall contain a number that
TDISPn keywords. The value field of this indexed keywordspecifies the maximum physical value in columrhat has a
shall contain a character string describing the format recomalid meaning or interpretation. The column is not requited
mended for displaying an ASCII text representation of of th&ctually contain any elements that have this value, anddhe c
contents of fielch. This keyword overrides the default displayumn may contain elements with physical values greater than
format given by theTFORMn keyword. If the table value has TLMAXn, however, the interpretation of any such out-of-range
been scaled, the physical value, derived using Esh&llbe dis- column elements is not defined.
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The TLMINn andTLMAXn keywords are commonly used wheraccuracy of the data in that field. This standard does notémpo
constructing histograms of the data values in a column. kor en upper limit on the number of digits of precision, nor anyiti
ample, if a table contains columns that give the X and Y pixeh the range of numeric values. Software packages that read o
location of a list of photons that were detected by a photamto write data according to this standard could be limited, haxe
ing device, then thELMINn andTLMAXn keywords could be used in the range of values and exponents that are supported (e.g.
to specify the minimum and maximum values that the detectior the range that can be represented by 32-bit or 64-bit pinar
is capable of assigning to the X and Y columns. numbers).

The value of each entrghall be interpreted as described in

the following paragraphs.
7.2.3. Data sequence g paragrap

The table is constructed from a two-dimensional array of ASCcharacter fields. The value of a character-formattetis field
characters. The row length and the number of rehadibe those s a character string of widthv containing the characters in
specified, respectively, by tAXIS1 andNAXIS2 keywords of columnsTBCOLn throughTBCOLn+w — 1. The character string
the associated header. The number of characters in a rol@ndshall be composed of the restricted set of ASCII text characters

number of rows in the _tablshalldetermine the size of the char-with decimal values in the range 32 through 126 (hexadecimal
acter array. Every row in the arrapallhave the same number 0f20 through 7E).

characters. The first character of the first hvall be at the start

of the data block immediately following the last header kloc } . o
The first character of subsequent rostell follow immediately Integer fields. The value of an integer-formatted) field is
the character at the end of the previous row, independenieof & Signed decimal integer contained in colurBSOLn through
FITS block structure. The positions in the last data block aftdBCOLn+w — 1 consisting of a singleptionalsign (*+’ or *-")
the last character of the last row of the tablell be filled with ~ followed by one or more decimal digits§’ through‘9°). Non-

ASCII spaces. significant space characters may precedgaridllow the inte-
ger value within the field. A blank field has value 0. All charac
ters other than leading and trailing spaces, a contiguoing sif

7.2.4. Fields decimal digits, and a single leading sign character aradden.

Each row in the arraghall consist of a sequence of from 0 to

999 fields, as specified by tT&IELDS keyword, with one entry Real fields. The value of a real-formatted field.d, Ew.d,

in each field. For every field, the Fortran (ISO_2004) format dfw.d) is a real number determined from tiecharacters from
the information contained (given by tl&ORMn keyword), the columnsTBCOLn throughTBCOLn+w — 1. The value is formed
location in the row of the beginning of the field (given by thdy

TBCOLn keyword), and ¢ptionally, but strongly recommendéd . . . . .

the field n?i/me (éiven k?ypth’ETYPyEn keywor%)y,shall be speg- L. _d|5(_:ar_d|ng any tra|I_|n_g space charactersin the field aid-r
fied in the associated header. The location and format ofsfielg JuStifying the remaining characters, y
shallbe the same for every row. Fieldsayoverlap, but this us- 2 Interpreting the first non-space characters as a numsrig s
age isnot recommendednly a limited set of ASCII character ~ CONSisting of a singleptionalsign (*+* or ‘-7) followed
valuesmayappear within any field, depending on the field type PY One or more decimal digits ¢ through*9°) optionally

as specified below. Theraaybe characters in a table row that ~containing a single decimal point (*). The numeric string
are not included in any field, (e.g., between fields, or befloee is terminated by the end of the right-justified _f|eld or_by the
first field or after the last field). Any 7-bit ASCII charactery occurrence of any character’other thar] a’deC|maI point)(
occur in characters of a table row that are not included in-a de 2nd the decimal integers € through ‘9°). If the string
fined field. A common convention is to include a space characte €Ontains no explicit decimal point, then the implicit deci-
between each field for added legibility if the table row is-dis Mal point is taken as immediately preceding the rightmost
played verbatim. It is also permissible to add control chins, d digits of the string, with leading zeros assumed if neces-
such as a carriage return or line feed character, followiedast sary. The use of implicit decimal points éeprecatecand

field in each row as a way of formatting the table if it is pronte 1S Strongly discouraged because of the possibility FHaS
or displayed by a text editing program reading programs will misinterpret the data value. Theawesfo
' real-formatted fieldshouldalways contain an explicit deci-

mal point.
7.2.5. Entries 3. If the numeric string is terminated by a
() ‘+’ or ‘-’, interpreting the following string as an expo-

All data in an ASCII table extension fiekhallbe ASCII text in
a format that conforms to the rules for fixed field input in Fant b
(ISQ 12004) format, as described below. The only possible for

nent in the form of a signed decimal integer, or
) ‘E’,or ‘D’, interpreting the following string as an expo-
nent of the fornE or D followed by anoptionallysigned

matsshall be those specified in Tablel15. If values-éd and
+0 need to be distinguished, then the sign charastteuldap-
pear in a separate field in character formlULLn keywords

decimal integer constant.

4. The exponent string, if present, is terminated by the énd o

the right-justified string.

maybe used to specify a character string that represents an W)-characters other than those specified above, including em

defined value in each field. The characters representinga@at un
fined valuemaydiffer from field to field butmustbe the same

bedded space characters, are forbidden.

within a field. Writers of ASCII tableshouldselect a format for The numeric value of the table field is then the value of the nu-
each field that is appropriate to the form, range of valued, americ string multiplied by ten (10) to the power of the expane
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String, i_e_, value= numeric_stringx ]_Q(exponenlsmﬂg)_ The default Table 18: ValidTFORMn data typeS IBBINTABLE extensions.

exponentis zero and a blank field has value zero. There ifnho di __ '
ference between the D, andE formats; the content of the string _ TFORMn value Description 8-bit Bytes

determines its interpretation. Numbers requiring moreigien L Logical 1
andor range than the local computer can suppoaty be rep- X Bit T
resented. It is good form to specifybaformat in TFORMN for a B Unslggn_ed byte 1
column of an ASCII table when that column will contain num- § %g:b:: :Rtgg:: ‘21
bers that cannot be accurately represented in 32-bit IER& i K 64-bit integer 8
format (see AppendixIE). A Character 1
E Single precision floating point 4
. . D Double precision floating point 8
73 Blnary tab’e extension C S|ng|e precision Comp|ex 8
The binary table extension is similar to the ASCII table iattit PPII a?f;;e[)%fc?;g: f:f,’z”ftﬁ’ilgx }36
provides a means of storing catalogs and tables of astraabmi Q Array Descriptor (64-bit) 16

data inFITS format, however, it fiers more features and pro-

vides more-ficient data storage than ASCII tables. The numeotes.® Number of 8-bit bytes needed to contain all bits.

ical values in binary tables are stored in more-compactrpina

formats rather than coded into ASCII, and each field of a finafFORMn keywords. The TFORMn keywordsmustbe present for

table can contain an array of values rather than a simplarscalll valuesn = 1, ..., TFIELDS and for no other values of.

as in ASCII tables. The first keyword in a binary table extensi The value field of this indexed keywosthall contain a character

shallbe XTENSION=_'BINTABLE'. string of the formrTa. The repeat count is the ASCII repre-
sentation of a non-negative integer specifying the numbeles
ments in fielch. The default value af is 1; the repeat count need

7.3.1. Mandatory keywords not be present if it has the default value. A zero element oun

indicating an empty field, is permitted. The data tfpepecifies

The XTENSION keyword is the first keyword of all binary : :
table extensions. The seven keywords followinBITPIX Epe data type of the contents of fieid Only the data types in

) e ... Table[18 are permitted. The format codasstbe specified in
"'TFIELDS) mustbe in the order specified in Table]17, Wlthupper case. For fields of typgeor Q, the only permitted repeat
no intervening keywords.

counts are 0 and 1. The additional charactée@seoptionaland

are not further defined in this standard. Table 18 lists theler

XTENSION keyword. The value fieldshall contain the character Of bytes each data type occupies in a table row. The first field o

string ' BINTABLE". a row is numbered 1. The total number of bytgs, in a table
row is given by

BITPIX keyword. The value fieldshall contain the integes,

denoting that the array is an array of 8-bit bytes. TFLIELDS

Nrow = Z rib (8)
i=1

NAXIS keyword. The value fieldshallcontain the integez, de-

noting that the included data array is two-dimensional:sawd

columns.

wherer; is the repeat count for field b; is the number of bytes
for the data type in field, andTFIELDS is the value of that key-
word, mustequal the value afAXIS1.

NAXIS1 keyword. The value fieldshall contain a non-negative gxp keyword. This keyword has no associated value. Bytes 9
integer, giving the number of 8-bit bytes in each row of th#éa ,rough 80shall contain ASCII spaces (decimal 32 or hexadec-
imal 20).

NAXIS2 keyword. The value fieldshall contain a non-negative
integer, giving the number of rows in the table. 7.3.2. Other reserved keywords

In addition to the reserved keywords defined in Sect. #.4«2 (e
PCOUNT keyword. The value fieldshall contain the number of cept for EXTEND and BLOCKED), the following other reserved
bytes that follow the table in the supplemental data ardadal keywordsmaybe used to describe the structure of a binary table
the heap. data array. They areptional but if they appear within a binary

table extension header, theyustbe used as defined in this sec-

! . ) tion of this standard.
GCOUNT keyword. The value fieldshall contain the integet;

the data blocks contain a single table. ) o
TTYPEn keywords. The value field for this indexed keyword

shall contain a character string giving the name of fieldt is
TFIELDS keyword. The value fielcshallcontain a non-negative strongly recommendeithat every field of the table be assigned
integer representing the number of fields in each row. The-maxunique, case-insensitive name with this keyword, andréds
imum permissible value is 999. ommendedhat the character string be composed only of upper
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Table 17: Mandatory keywords in binary table extensions.

#  Keyword
1  XTENSION=_'BINTABLE'
2 BITPIX = 8
3  NAXIS =2
4 NAXIS1
5  NAXIS2
6  PCOUNT
7  GCOUNT = 1
8  TFIELDS
(other keywords, including (ifFIELDS is not zero) .. .)
TTYPEn, n=1, 2, ..., k where k is the value @FIELDS (Recommendéd
TFORMn, n=1, 2, ..., k where k is the value @FIELDS (Required
last END
and lower case letters, digits, and the underscbrg, decimal In addition to its use in representing floating-point values

95, hexadecimal 5F) character. Use of other charactarti®c-  as scaled integers, tH&EROn keyword is also used when stor-
ommendedecause it may be fiicult to map the column namesing unsigned integer values in the field. In this special ¢hee
into variables in some languages (e.g., any hyphens, *+or * TSCALn keyword shall have the default value of 1.0 and the
characters in the name may be confused with mathematical @@EROn keywordshall have one of the integer values shown in
erators). String comparisons with tH&YPEn keyword values Table[19

should nobe case sensitive (e.g., TIME" and "Timshouldbe Since the binary table format does not support a native un-
interpreted as the same name). signed integer data type (except for the unsigned 8itcol-
umn type), the unsigned values are stored in the field asenativ
signed integers with the appropriate integéiset specified by
the TZEROn keyword value shown in the table. For the byte col-
umn type, the converse technique can be used to store signed
byte values as native unsigned values with the neg@#¥Za0n
offset. In each case, the physical value is computed by addéng th
offset specified by th&ZEROn keyword to the native data type
TSCALn keywords. This indexed keywordhall be used, along value that is stored in the table field.

with theTZEROn keyword, to linearly scale the values in the table

field n to transform them into the physical values that they repre- i o
sent using EQ.7. imust nobe used if the format of field isa, INULLn keywords. The value field for this indexed keyword

L, or X. For fields with all other data types, the value fisttall shall contain the integer that represents an undefined value for
contain a floating-point number representing thefcient of field n of data type, I, J orK, or P or Q array descriptor fields
the linear term in EQJ7, which is used to compute the true phy$ect[Z.35) that point 1, T, J orK integer arrays. The keyword
ical value of the field, or, in the case of the complex datasype Must nobe used if fielch is of any other data type. The value of
andX, of the real part of the field, with the imaginary part of thdhiS keyword corresponds to the table column values before a
scaling factor set to zero. The default value for this keyisr PlYing any transformation indicated by th8CALn andTZEROn

1.0. For fields of typ@ or Q, the values of'SCALn andTZEROn ~Keywords.

are to be applied to the values in the data array in the heap are |f the TSCALn andTZEROn keywords do not have the default

not the values of the array descriptor (see $ect.17.3.5). values of 1.0 and 0.0, respectively, then the value offfi#.Ln
keyword mustequal the actual value in thelTS file that is

o used to represent an undefined element and not the correspond
TZEROn keywords. This indexed keyworshall be used, along jng physical value (computed from Eg. 7). To cite a specific,
with the TSCALn keyword, to linearly scale the values in the tagommon exampleynsignedL6-bit integers are represented in a
ble fieldn to transform them into the physical values that theygnedinteger column (wWitlfFORMn = *I°) by settingTZEROn
represent using EQ] 7.1itust nobe used if the format of field  _ 35768 andTscaLn = 1. If it is desired to use elements that
is A, L, or X. For fields with all other data types, the value fielghaye anunsignedvalue (i.e., the physical value) equal to 0 to
shall contain a floating-point number representing the true phyigspresent undefined elements in the field, therTiiELn key-
ical value corresponding to a value of zero in fildf theFITS - org mustbe set to the value -32768 because that is the actual

file, or, in the case of the complex data ty@eandlt, in the real y5)ye stored in th&ITSfile for those elements in the field.
part of the field, with the imaginary part set to zero. The difa

value for this keyword is 0.0. Equatigh 7 is used to compute a

true physical value from the quantity in fiedd For fields of type TDISPn keywords. The value field of this indexed keyword
P orQ, the values ofSCALn andTZEROn are to be applied to the shall contain a character string describing the format recom-
values in the data array in the heap area, not the values of thended for displaying an ASCII text representation of the-co
array descriptor (see Sett. 713.5). tents of fieldn. If the table value has been scaled, the physical

TUNITn keywords. The value fieldshall contain a character
string describing the physical units in which the quantityield
n, after any application ofSCALn and TZEROn, is expressed.
Units mustfollow the prescriptions in Sed¢i. 4.3.

23



24

Table 19: Usage OFZEROn to represent non-default integer data types.

TFORMn  Native Physical TZEROn
data type data type
B unsigned signed byte -128 (-2
I  signed  unsigned 16-bit 32768 (21)
J  signed  unsigned 32-bit 2147483648 (2%
K  signed  unsigned 64-bit 9223372036854775808  (25%)

value, derived using E@l 8hallbe displayed. All elements in a The following four keywordsnaybe used to specify minimum
field shall be displayed with a single, repeated format. For puand maximum values in numerical columns d¥l@SASCII or
poses of display, each byte of bit (tyggand byte (typeB) ar- binary table. These keywordsusthave the same data type as
rays is treated as an unsigned integer. Arrays of typeaybe the physical values in the associated column (either agénter
terminated with a zero byte. Only the format codes in Thble 28 floating point number). Any undefined elements in the column
interpreted as Fortran (ISO_2004) output formats, and dsedi or any other IEEE special values in the case of floating point
in more detail in Sec{_7.3.4, are permitted for encodinge Tltolumnsshall be excluded when determining the value of these
format codesnustbe specified in upper case. If tBe.m, Ow.m, keywords.

andzw.mformats are not readily available to the reader,nen

display formammaybe used instead, and if th8w.d andESw.d _ . )
formats are not availabl&y . d maybe used. In the case of fieldsTPMINn keywords. The value fieldshall contain a number giv-

of typeP or Q, theTDISPn value applies to the data array pointed?d the minimum physical value contained in colummf the

to by the array descriptor (Selct. 713.5), not the valuesérathay table. This keyword is analogous to theTAMIN keyword that
descriptor itself. is defined for arrays in Se¢i. 4.4.2.5.

_ ) _ TDMAXn keywords. The value fieldshall contain a number giv-
THEAP keyword. The value field of this keywordhall contain ing the maximum physical value contained in columof the

an integer providing the separation, in bytes, betweent staple. This keyword is analogous to thATAMAX keyword that
of the main data table and the start of a supplemental date. aedefined for arrays in Se€¢_ 4.4.2.5.

called the heap. The default value, which is also the minimum

allowed valueshall be the product of the values BAX1S1 and

NAXIS2. This keywordshall notbe used if the value dfCOUNT TLMINn keywords. The value fieldshall contain a number that

is zero. The use of this keyword is described in in Sect. I7.3.5 specifies the minimum physical value in columrthat has a
valid meaning or interpretation. The column is not required
to actually contain any elements that have this value, aed th

TDIMn keywords. The value field of this indexed keywosthall column may contain elements with physical values less than
contain a character string describing how to interpret e ¢ TLMINn, however, the interpretation of any such out-of-range
tents of fieldn as a multi-dimensional array with a format ofcolumn elements is not defined.

“(,m,n...)’ wherel, m, n, ...are the dimensions of the ar-

ray. The data are ordered such that the array index of the ﬁfﬁ'[AXn keywords. The value fieldshall contain a number that
dimension givenl] is the most rapidly varying and that of the, '

. - : ; X : specifies the maximum physical value in columnhat has a
last dimension given is the leastrapidly varying, The tatah- . valid meaning or interpretation. The column is not requited

ber of elements in the array equals the product of the dimessi actually contain any elements that have this value, anddhe c

Zpiglflt%(:ir:g :zeT:;tMcnoﬁ?t/\é)vr?rt%E;)rQ; S;zer\)vﬁtdbeorleiist;gagagg umn may contain elements with physical values greater than
? lumns th Ft)h VeI’ or’ ’TFOlr{lM g i t’ ’I than rTLMAXn, however, the interpretation of any such out-of-range
of columns that have or’Q ndatatype, 1ess than or ..,y elements is not defined.

equal to the array length specified in the variable-lengthyate-
scriptor (see Sedf. 7.3.5). In the special case where tlablar

length array descriptor has a size of zero, thenTbEn key-  The TLMINn andTLMAXn keywords are commonly used when
word is not applicable. If the number of elements in the arranstructing histograms of the data values in a column. Kor e
Implled by theTDIMn is less than the allocated size of the arample, if a table contains columns that give the X and Y pixe|
ray in theFITSfile, then the unused trailing elemerstsouldbe |ocation of a list of photons that were detected by a photemto
interpreted as containing undefined fill values. ing device, then thELMINn andTLMAXn keywords could be used

to specify the minimum and maximum values that the detector

A character string is represented in a binary table by a Oqg'capable of assigning to the X and Y columns

dimensional character array, as described under ‘Chatacte
the list of data types in Sedi._7.8.3. For example, a Fortran

CHARACTER*20 variable could be represented in a binary ta7 3 3. Data sequence

ble as a character array declaredT&8RMn = '20A'. Arrays

of strings, i.e., multi-dimensional character arraysyybe rep- The data in a binary table extensisinall consist of a main data

resented using th&DIMn notation. For example, ifFORMn = table whichmay, but need not, be followed by additional bytes in
'60A' andTDIMn = '(5,4,3)", then the entry consists of athe supplemental data area. The positions in the last datk bl

4 x 3 array of strings of five characters each. after the last additional byte, or, if there are no additldnydes,
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Table 20: ValidTDISPn format values irBINTABLE extensions.

Field Value Data type
Aw Character

Lw Logical
Iw.m Integer
Bw.m Binary, integers only
ow.m Octal, integers only
Zw.m Hexadecimal, integers only
Fw.d Floating-point, fixed decimal notation

Ew.dEe Floating-point, exponential notation
ENw.d Engineering; E format with exponent multiple of three
ESw.d Scientific; same as EN but non-zero leading digit if not zero
Gw.dEe General; appears as F if significance not lost, else E.
Dw.dEe Floating-point, exponential notation

Notes. w is the width in characters of displayed valuess the minimum number of digits displayedljs the number of digits to right of decimal,
ande is number of digits in exponent. Then andEe fields areoptional

the last character of the last row of the main data tatilajlbe bytes, with those bits following the end of the data set tmzer
filled by setting all bits to zero. No null value is defined for bit arrays.

7.3.3.1. Main data table Character. If the value of theTFORMn keyword specifies data

. . . type A, field n shall contain a character string of zero or more
The table is constructed from a two-dimensional byte a%embers, composed of the restricted set of ASCII text charac
ray. The number of bytes in a roshall be specified by the o5 This character stringaybe terminated before the length
value Of. FheNAXISl keyword and the number Qf ronshall specified by the repeat count by an ASCII NULL (hexadecimal
be specified by théiAXIS2 keyword of the associated headere,qe o). Characters after the first ASCII NULL are not defined
Within a row, fieldsshallbe stored in order of increasing columny string with the number of characters specified by the repeat

number, as determined from thef the TFORMn keywor_ds. The ount is not NULL terminated. Null strings are defined by the
number of bytes in a row and the number of rows in the tab??esence of an ASCII NULL as the first character.

shall determine the size of the byte array. Every row in the array
shallhave the same number of bytes. The first ghallbegin at
the start of the data block immediately following the lashdier
block. Subsequent ronghall begin immediately following the
end of the previous row, with no intervening bytes, indepmd

of the FITS block structure. Words need not be aligned alo ts in order of decreasing significance. Null values arexisy

word boundaries. the value of the associat@dULLn keyword. Signed integers can

Each row in the arraghall consist of a sequence of from Ope represented using the convention described in 5.2.
to 999 fields as specified by tH€IELDS keyword. The number
of elements in each fie_ld and their_ data tygl®ll be specified
by thlfTFORMél keyvt\)/ord In t_ge:?somatidf_hleo?dﬁ:. A} separate f(%rG-Bit integer. If the value of theTFORMn keyword specifies
mat keywordmustbe provided for each field. The location an I . ;
format of fieldsshall be the same for every row. Fieldsaybe ata typel, the data in fielch shallconsist of two’s complement

; N signed 16-bit integers, contained in two bytes. The mostifig
empty, if the repeat count specified in the value of THGRMn ; PSR e
keyword of the header is 0. Writers of binary taksésuldselect cant byteshall be first (big-endian byte order). Within each byte

; i ate to the f fval d the most significant bishall be first, and subsequent bihkall
a format appropriate 1o the form, range ot values, and acurg,q i, orqer of decreasing significance. Null values are giyen

of the dat.ftit ir;lthe table. The following data types, and nonsthethe value of the associataULLn keyword. Unsigned integers
are permitted. can be represented using the convention described iS2&. 5

Unsigned 8-Bit integer. If the value of theTFORMn keyword
specifies data type, the data in fielch shall consist of unsigned
-bit integers, with the most significant bit first, and suhsent

Logical. If the value of theTFORMn keyword specifies data type o -
L, the contents of field shall consist of ASCIIT indicating true 32-Bit integer. If the value of theTFORMn keyword specifies

or ASCIIF, indicating false. A 0 byte (hexadecimal 00) indicatedata typel, the data in fielch shall consist of two’s comple-
a NULL value. ment signed 32-bit integers, contained in four bytes. Thetmo

significant byteshall be first, and subsequent bytsisall be in

order of decreasing significance (big-endian byte ordeithiw
Bitarray. Ifthe value of theTFORMn keyword specifies data type each byte, the most significant lsihall be first, and subsequent
X, the contents of field shall consist of a sequence of bits startbits shall be in order of decreasing significance. Null values are
ing with the most significant bit; the bits followinghall be in given by the value of the associatBilULLn keyword. Unsigned
order of decreasing significance, ending with the leastifsign integers can be represented using the convention desdribed
cant bit. A bit arrayshallbe composed of an integral number oSect[5.2.5.
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64-Bit integer. If the value of theTFORMn keyword specifies 7.3.4. Data display

data typeK, the data in fieldh shall consist of two's comple-

ment signed 64-bit integers, contained in eight bytes. Thetm The indexedDISPn keywordmaybe used to describe the rec-
significant byteshall be first, and subsequent bytsisall be in ommended format for displaying an ASCII text representatio
order of decreasing significance. Within each byte, the sigst of the contents of fielch. The permitted display format codes
nificant bitshall be first, and subsequent bitsallbe in order of for each type of data (i.e., character strings, logicakget, or
decreasing significance (big-endian byte order). Null ealare real) are given in Table 20 and described below.

given by the value of the associatediULLn keyword. Unsigned

integers can be represented using the convention desdribed . .
Sect[5.25. Character data. If the table column contains a character string

(with TFORMn = ’rA’) then theTDISPn format codemustbe
’Aw’ where w is the number of characters to display. If the char-
. - . : acter datum has length less than or equal,tit is represented
\?vltg]?ollespreegilfsi:eosn éllgteglrt]g %mtnr:é I(figt]: ;;alfligg tsme;ﬁ (éil\f]r;ilg?gf on output right-justified in a string of characters. If the char-
ANSI/IEEE-754 (IEEI¥p1§ES) 32-bit floating-point nuMbers. i acter datum has length greater tharthe firstw characters of

) - ‘ 9-p ' _the datum are represented on output in a string ofiaracters.

ts)'gé(e:ig‘lj'\?;Iube%%r%r?gébaﬁigsg’cfllﬁgﬂ é%é%p;ﬂéxugé (’:‘Itlol 'rEeE haracter data are not surrounded by single or double dotat
sgnt null values 9 ' Pifarks unless those marks are themselves part of the data valu

Logical data. If the table column contains logical data (with
Double precision floating point. If the value of theTFORMn  TFORMn = ’rL’) then theTDISPn format codemustbe ’Lw’
keyword specifies data type the data in fieldn shall con- where w is the width in characters of the display field. Logica
sist of ANSJIEEE-754 (IEEE | 1985) 64-bit double precisiordata are represented on output with the character true orF
floating-pointnumbers, in big-endian byte order, as desdrin for false right-justified in a space-filled string wcharacters. A
AppendiXE. All IEEE special values are recognized. The IEERull valuemaybe represented by a stringwbpace characters.
NaN is used to represent null values.

Integer data. If the table column contains integer data (with

Single precision complex. If the value of theTFORMn keyword TFORMn = ’rX’, ’rB’, ’rI’, ’r]’, or ’rK’) then the
specifies data typ€, the data in fielch shall consist of a se- IDISPn format codemayhave any of these form3w.m, Bw.m,
quence of pairs of 32-bit single precision floating-pointmu OW.1t, orZw.m. The default value ofi is one and the .m’ is
bers. The first member of each pahall represent the real partoptional The first letter of the code specifies the number base
of a complex number, and the second memstell represent for the encoding witHt for decimal (10)B for binary (2),0 for

the imaginary part of that complex number. If either membé&ctal (8), andz for hexadecimal (16). Hexadecimal format uses

contains an IEEE NaN, the entire complex value is null. the upper-case letters A through F to represent decimaesalu
10 through 15. The output field consistswotharacters contain-

ing zero or more leading spaces followed by a minus sign if the
internal datum is negative (only in the case of decimal encod
ing with theI format code) followed by the magnitude of the
internal datum in the form of an unsigned integer constatiien
specified number base with only as many leading zeros as are
needed to have at leastnumeric digits. Note that < w is al-

represent the imaginary part of that complex number. Ifeeithlowed if all values are positive, bat< w is required if any values

member contains an IEEE NaN, the entire complex value is mﬁfe negative. If the number of digits required to represemin-
’ eger datum exceeds then the output field consists of a string

of w asterisk {) characters.

Double precision complex. If the value of theTFORMn keyword
specifies data typ#, the data in fieldh shall consist of a se-
quence of pairs of 64-bit double precision floating-pointmau
bers. The first member of each pahall represent the real part
of a complex number, and the second member of the gbeil

Array descriptor. The repeat count on ttReandQ array descrip-
tor fields must either have a value of 0 (denoting an empty fiefgbal data. If the table column contains real data (WItRORMn
of zero bytes) or 1. If the value of tHFORMn keyword specifies = "rE’, or ’rD’) or contains integer data (with any of the
data typelP, the data in fielch shallconsist of one pair of 32-bit TFORMn format codes listed in the previous paragraph) which
integers. If the value of thEFORMn keyword specifies data typeare recommended to be displayed as real values (i.e., efipeci
1Q, the data in fielch shall consist of one pair of 64-bit integers.in cases where the integer values represent scaled phyaleal
The meaning of these integers is defined in $ect.17.3.5. ues using Eq]7), then tHEDISPn format codemay have any
of these formsFw.d, Ew.dEe, Dw.dEe, ENw.d, orESw.d. In all
cases, the output is a string wfcharacters including the deci-
7.3.3.2. Bytes following main table mal point, any sign characters, and any exponent includiag t
exponent’s indicators, signs, and values. If the numbeiigfd
The main data tablenay be followed by a supplementalrequired to represent the real datum exceedben the output
data area called the heap. The size of the supplemental dahl consists of a string of asterisk {) characters. In all cases,
area, in bytes, is specified by the value of BGOUNT keyword. d specifies the number of digits to appear to the right of the dec
The use of this data area is described in $ect.[7.3.5. imal point.
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TheF format code output field consists o d — 1 charac- mechanism becomes seriouslyfiiident. If the limit is set too
ters containing zero or more leading spaces followed by ausninlow then storing certain types of data in the table could bexo
sign if the internal datum is negative followed by the absoluimpossible.
magnitude of the internal datum in the form of an unsigned in- The variable-length array construct presented here was de-
teger constant. These characters are followed by a decwietl p vised to deal with this problem. Variable-length arrays iane
(“.”) andd characters giving the fractional part of the interngblemented in such a way that, even if a table contains such ar-
datum, rounded by the normal rules of arithmetid twactional rays, a simple reader program that does not understandhieria
digits. length arrays will still be able to read the main data tabte (i
For theE andD format codes, an exponent is taken such thather words a table containing variable-length arrays @mon$
the fraction 01 < |daturm/10PP°e" < 1.0. The fraction (with to the basic binary table standard). The implementatioseho
appropriate sign) is output with @format of widthw — e — 2 is such that the rows in the main data table remain fixed in size
characters withl characters after the decimal followed by &n even if the table contains a variable-length array fieldveilhg
or D followed by the exponent as a signee 1 character integer €fficient random access to the main data table.
with leading zeros as needed. The default value isf 2 when Variable-length arrays are logically equivalent to regula
the Ee portion of the format code is omitted. If the exponergtatic arrays, the only fferences being 1) the length of the stored
value will not fitine + 1 characters but will fit ire + 2 then thee ~ array can dier for different rows, and 2) the array data are not
(or D) is omitted and the wider field used. If the exponent valugiored directly in the main data table. Since a field of any dat
will not fit (with a sign character) ire + 2 characters, then thetype can be a static array, a field of any data type can also be a
entirew-character output field is filled with asterisksg ( variable-length array (excluding the typ@andQ variable-length
TheES format code is processed in the same manner as @&y descriptors themselves, which are not a data type sb mu

E format code except that the exponent is taken so titatcl as a storage-class specifier). Other establist&8 conventions
fraction< 10. that apply to static arrays will generally apply as well toable-

The EN format code is processed in the same manner as {RB9th arrays. _ _ _
E format code except that the exponent is taken to be an integer” variable-length array is declared in the table header with
multiple of three and so that(@ < fraction < 10000. All real ©ne of the following two special field data type specifiers
format codes have number base 10. There is fiergince be- rpt(e,)
tweenE andD format codes on input other than an implication
with the latter of greater precision in the internal datum. rQt(emax)

TheGu. dEe format codemaybe used with data of any type'Where the'P’ or ‘Q’ indicates the presence of an array descrip-

Her (described below), the element counshouldbe 0O, 1, or

to anF format (with diferent numbers of characters after th bsentt is a character denoting the data type of thg array data
L, X, B, I, J,K, etc., but noP or Q), andenayx is a quantity guar-

imal) when that format will r repr .
decimal) when that format accuragly represgt gy anteed to be equal to or greater than the maximum number of

and is equivalent to ah format when the number (in absolute .
value) is either very small or very large. Specifically, fear elements of type actually stored in any row of the table. There

values outside the rangel0— 05x 109 < value < 10° — is no built-in upper Ii_m_it on the size of a stored array (otthmn

0.5, it is equivalent tcEw. dEe. For real values within the above ! fundamental limitimposed by the range of the array dgscr

range, it is equivalent tBw’.d’ followed by 2+ e spaces, where tor, defined below)emax merely reflects the size of the largest

W-w—e—2andd = d—kfork = 0.1.. .. dif the real array actually stored in the table, and is provided to avbel t

dat lue lies in th Mt (1 — Oé ’10r;, < value < need to preview the table when, for example, reading a table
atum vaiue lies in the range ( X ) = value = containing variable-length elements into a database thpgtarts

10¢ (1 — 0.5x 10"‘). only fixed-size arrays. Theraaybe additional characters in the

TFORMn keyword following theemax.

) ) For example,
Complex data. If the table column contains complex data (with

TFORMn = ’rC’, or *rM’) then themaybe displayed with any TFORM8 = 'PB(1800)’ / Variable byte array

of the real data formats as described above. The same fsmaf jjicates that field 8 of the table is a variable-length awéy
used for the real and imaginary parts. Itesommendgthat the e byte, with a maximum stored array length not to exceed
two values be separated by a comma and enclosed in paremthég)go array elements (bytes in this case).

with a total field width of & + 3. The data for the variable-length arrays in a table are not
stored in the main data table; they are stored in a supplethent
data area, the heap, following the main data table. Whatisdt

in the main data table field is array descriptor This consists
One of the most attractive features of binary tables is thgt aof two 32-bit signed integer values in the case Bf array de-
field of the table can be an array. In the standard case this@iptors, or two 64-bit signed integer values in the caseQof

a fixed-size array, i.e., a fixed amount of storage is allacate array descriptors: the number of elements (array lengtlhef
each row for the array data—whether it is used or not. Thisés fistored array, followed by the zero-indexed byfset of the first

so long as the arrays are small or a fixed amount of array datament of the array, measured from the start of the heap area
will be stored in each field, but if the stored array lengthiesmr The meaning of a negative value for either of these integers i
for different rows, it is necessary to impose a fixed upper limit arot defined by this standard. Storage for the array is cootigu
the size of the array that can be stored. If this upper limitégsle The array descriptor for fieltdl as it would appear embedded in
too large excessive wasted space can result and the bitdey ta table row is illustrated symbolically below:

7.3.5. Variable-length arrays
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... [field N=1] [(nelem,dFset)] [fieldN+1] ... Programs that read binary tables should take care to not as-
sume more about the physical layout of the table than is redui
If the stored array length is zero there is no array data, ahy the specification. For example, there are no requirenwnts
the dfset value is undefined (#houldbe set to zero). The stor-the alignment of data within the heap. Iffieient runtime ac-
age referenced by an array descriptarstlie entirely within the cess is a concern one might want to design the table so that dat

heap area; negativdteets are not permitted. arrays are aligned to the size of an array element. In another
A binary table containing variable-length arrays consigts case one might want to minimize storage and forgo dfyris
three principal segments, as follows: at alignment (by careful design it is often possible to achie

both goals). Variable-length array dateybe stored in the heap

[table header] [main data table] (optional gap) [heap area] in any order, i.e., the data for roW+-1 are not necessarily stored

at a larger ffset than that for roWN. Theremaybe gaps in the

The table header consists of one or more 2880-byte heah&@P Where no data are stored. Pointer aliasing is permiitted
blocks with the last block indicated by the keywdiiD some- the array descriptors for two or more arraysy point to the
where in the block. The main data table begins with the firt dss@me storage location (this could be used to save storage if t
block following the last header block andNaXIS1 x NAXIS2 OF more arrays are identical).
bytes in length. The zero indexed bytéset to the start of ~ Byte arrays are a special case because they can be used
the heap, measured from the start of the main data table, ni@ystore a ‘typeless’ data sequence. Sifi¢&S is a machine-
be given by theTHEAP keyword in the header. If this key- independent storage format, some form of machine-speeitec d
word is missing then the heap begins with the byte immedgjateéionversion (byte swapping, floating-point format convanis
following main data table (i.e., the default value THEAP is implied when accessing stored data with types such as intege
NAXIS1 x NAXIS2). This default value is the minimum allowed@nd floating, but byte arrays are copied to and from extetosl s
value for theTHEAP keyword, because any smaller value woul@d€ Without any form of conversion. ) o
imply that the heap and the main data table overlap. ITHRAP An important feature of variable-length arrays is that it is
keyword has a value larger than this default value, theretfser Possible that the stored array lengtiay be zero. This makes
a gap between the end of the main data table and the starftgossible to have a column of the table for which, typically
the heap. The total length in bytes of the supplemental data a0 data are present in each stored row. When dz_ita are present
following the main data table (gap plus heap) is given by tHBe stored_ array can be as large as necessary. This can hé usef
PCOUNT keyword in the table header. when storing complex objects as rows in a table.

For example, suppose a table contains five rows which are Accessing a binary table stored on a random access storage
each 168 bytes long, with a heap area 3000 bytes long, beg’ﬁﬂd'um is stra!ghtfqrwz;rd. Since the rows of data in the main
ning at an &set of 2880, thereby aligning the main data tabldata table are fixed in size they can be randomly accessexl give
and heap areas on data block boundaries (this alignment is #§ row number, by computing théfset. Once the row has been
necessarily recommended but is useful for this exampled. Tf¢ad in, any variable-length array data can be directly ssmme
data portion of the table consists of three 2880-byte datekist USing the element count andfset given by the array descriptor
the first block contains the 840 bytes from the five rows of trféored in that row. _
main data table followed by 2040 fill bytes; the heap compjete  Reading a binary table stored on a sequential access storage
fills the second block; the third block contains the remajninmedium requires that a table of array descriptors be buitisip
120 bytes of the heap followed by 2760 fill byt®SOUNT gives the main data table rows are re_ad in. Once all the table rows
the total number of bytes from the end of the main data tBave been read, the array descriptors are sorted byfitbet of
ble to the end of the heap and in this example has a valuet@g array data in the heap. As the heap data are read, areays ar
2040+ 2880+ 120 = 5040. This is expressed in the table head&Xtracted sequentially from the heap and stored in ffected

as: rows using the back pointers to the row and field from the table
of array descriptors. Since array aliasing is permittedyight
NAXIS1 = 168 / Width of table row in bytes be necessary to store a given array in more than one field or row
NAXIS2 = 5 / Number of rows in table Variable-length arrays are more complicated than regular
PCOUNT = 5040 / Random parameter count static arrays and might not be supported by some software sys
. tems. The producers &fITS data products should consider the
THEAP = 2880 / Byte offset of heap area capabilities of the likely recipients of their files when d#og

whether or not to use this format, and as a general rule should
use it only in cases where it provides significant advantages
The values of'SCALn andTZEROn for variable-length array the simpler fixed-length array format. In particular, the us
column entries are to be applied to the values in the datg arra variable-length arrays might presenffitiulties for applications
the heap area, not the values of the array descriptor. These khat ingest thé&ITSfile via a sequential input stream because the
words can be used to scale data values in either static @blasi application cannot fully process any rows in the table waftir
length arrays. the entire fixed-length table and potentially the entirephleas
been transmitted as outlined in the previous paragraph.

7.3.6. Variable-length-array guidelines

While the above description is ficient to define the required 8. World coordinate systems

features of the variable-length array implementation,sbints Representations of the mapping between image coordinades a
regarding usage of the variable-length array facility niiglso physical (i.e., world) coordinate systems (WCSs) may beerep
be useful. sented withirFITSHDUSs. The keywords that are used to express
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these mappings are now rigorously defined in a series of paper Pixel

on world coordinate systems (Greisen & Calabretta 2002), ce Coordinates

lestial coordinate systenis (Calabretta & Greisen 2002)tsal

coordinate systems (Greisen et al. 2006), and time codslina ) — cRPIX
e . .. Linear transformation: s

systems|(Rots et al. 2015). An additional spherical praect translation, rotation, |<——— BCi_j or

called HEALPIx, is defined in reference (Calabretta & Roukem skew, scale el

2007). These WCS papers have been formally approved by the

IAUFWG and therefore aricorporated by referencas an di- S—
cial part of this Standard. The reader should refer to thapers fntermediate Pixel
for additional details and background information thatraztrbe
included here. Various updates and corrections to the pyima
WCS papers have been compiled by the authors, and are re- . CDELTI
flected in this section. Therefore, where conflicts exist, die- physical units

scription in this Standard will prevail.

Intermediate World

Coordinates

8.1. Basic concepts

Rather than store world coordinates separately for eacmdat
the regular lattice structure of TS image dfers the possibil-
ity of defining rules for computing world coordinates at each
point. As stated in Sedi,3.3.2 and depicted in Elg. 1, image a
ray data are addressed vigegral array indicesthat range in World
value from 1 toNAXISj on axisj. Recognizing that image data Coordinates
values may have an extent, for example an angular separation o ) ) )
spectral channel width or time span, and thus that it may makig- 2: A schematic view of converting pixel coordinates to
sense to interpolate between them, these integral arragemd World coordinates.
may be generalized to floating-poipikel coordinatesintegral
pixel coordinate values coincide with the correspondimaygin- )
dices, while fractional pixel coordinate values lie betwaeray Nnumber of world coordinate axes. The elementsf the result-
indices and thus imply interpolation. Pixel coordinatesesi are iNg intermediate pixel coordinateector are @sets, in dimen-
defined at all points within the image lattice and outsideit-( Sionless pixel units, from the reference point along axé@soto
cept alongconventionabxes, see Se€f_8.5). They form the basfent with those of thentermediate world coordinate3hus, the
of the world coordinate formalism iRITS depicted schemati- Conversion ofg; to the corresponding intermediate world coor-
cally in Fig.[2. dinate elemeny; is a simple scale:

The essence of representing world coordinate systems)(jn: S (10)
FITS is the association of various reserved keywords with el-
ements of a transformation (or a series of transformatjars) ~ There are three conventions for associafi@S keywords
with parameters of a projection function. The conversiamfr with the above transformations. In the first formalism, theeinin
pixel coordinates in the data array to world coordinatesns s elementsm; are encoded in theCi_j keywords and the scale
ply a matter of applying the specified transformations (ieny factorss are encoded in theéDELTi keywords, whichmusthave
via the appropriate keyword values; conversely, defining@SN non-zero values. In the second formalism EQ5. (9) (%) ar
for an image amounts to solving for the elements of the trargembined as

CTYPEi,
~<—— CRVALI
PVi_m

Coordinate
projection, offset

formation matrix(es) or cd&cients of the function(s) of interest N
and recording them in the form of WCS keyword values. The _ ' (sm)(p: =1 11
description of the WCS systems and their expressioRIrS ]Z;( P =13) (1)

HDUs is quite extensive and detailed, but is aided by a chrefu o _

choice of notation. Key elements of the notation are sunwedri and theCDi_j keywords encode the produgtn;. The third con-

in Table[Z1, and are used throughout this section. The fornyg@ntion was widely used before the development of the twe pre

definitions of the keywords appear in the following subsewti Viously described conventions and uses @eLTi keywords
The conversion of image pixel coordinates to world coordi© define the image scale and taROTA2 keyword to define a

nates is a multi-step process, as illustrated in[Hig. 2. bulk rotation of the image plane. Use of tiROTA2 keyword is
For all coordinate types, the first step is a linear transfdfoW deprecated, and instead the neR@r]j or CDi_j keywords

mation applied via matrix multiplication of the vector ofxpi arerecommendetecause they allow for skewed axes and fully
coordinate elementg;: general rotation of multi-dimensional arrays. TGRELTi and

CROTA2 keywordsmay co-exist with theCDi_j keywords (but
N the CROTA2 must notoccur with thePCi_j keywords) as an aid
g = ij(pj -1 (9) to old FITS interpreters, but these keywordsustbe ignored
=t by software that supports th@di_j keyword convention. In all
these formalisms the reference pixel coordinajesre encoded
wherer are the pixel coordinate elements of the reference poiir,the CRPIXi keywords, and the world coordinates at the refer-
j indexes the pixel axis, aridhe world axis. Then; matrixisa ence point are encoded in tARVALi keywords. For additional
non-singular, square matrix of dimensiinx N, whereN is the details, see Greisen & Calabretta (2002).
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Table 21: WCS and celestial coordinates notation.

Variable(s) Meaning Related FITS keywords
i Index variable for world coordinates

j Index variable for pixel coordinates

a Alternative WCS version code

p; Pixel coordinates

rj Reference pixel coordinates CRPIXja

m; Linear transformation matrix CDi_ja or PCi_ja

S Coordinate scales CDELTia

(xy) Projection plane coordinates

(¢,0) Native longitude and latitude

(a,9) Celestial longitude and latitude

(¢, 6o) Native longitude and latitude of the fiducial point - PVi_1a' , PVi_2a

(o, 60) Celestial longitude and latitude of the fiducial pointCRVALia

(@p, 6p) Celestial longitude and latitude of the native pole

(#p. 6p) Native longitude and latitude of the celestial pole LONPOLEa (=PVi_3a'),

LATPOLEa (=PVi_4a")

Notes. T Associated withongitudeaxisi.

The third step of the process, computing the final world c@alabretta & Greisen (2002) illustrates a technique (comiyno
ordinates, depends on the type of coordinate system, whictkhown as the “Green Bank Conventidf) which utilizes addi-
indicated with the value of th€TYPEi keyword. For some sim- tional columns in the table to record the coordinate tramsé
ple, linear cases an appropriate choice of normalizatiothf® tion values that apply to the corresponding image in eachofow
scale factors allows the world coordinates to be taken thyrézr  the table. More information is provided in Appendik L.
by applying a constantftset) from thex (e.g., some spectra).  The keywords given below constitute a complete set of fun-
In other cases it is more complicated, and may require the a@mental attributes for a WCS description. Although thegtu-
plication of some non-linear algorithm (e.g., a projectias for sion in an HDU is optionalFITSwriters shouldinclude a com-
celestial coordinates), which may require the specificaticad-  plete set of keywords when describing a WCS. In the event that
ditional parameters. Where necessary, numeric paramategss some keywords are missing, default valnasstbe assumed, as
for non-linear algorithmsustbe specified vi@Vi_-m keywords specified below.
and character-valued parameters will be specifie@siam key-
words, wheranis the parameter number. WCSAXES — [integer; defaultNAXIS, or larger of WCS indexeis

The application of these formalisms to coordinate systéms o Or j]. Number of axes in the WCS description. This keyword,
interest is discussed in the following sub-sections: $&atde- if presentmustprecede all WCS keywords excef#X1s in
scribes general WCS representations (see Greisen & Calabre the HDU. The value oWCSAXES mayexceed the number of
2002), Sect[ 813 describes celestial coordinate systeees (s pixel axes for the HDU.

Calabretta & Greisén_2002)), Selct.18.4 describes speatoat ¢  CTYPEi — [string; indexed; default..' (i.e. a linear, undefined

dinate systems (sée Greisen etlal._2006), and Sect. 9 desscrib axis)]. Type for the intermediate coordinate akigny co-

the representation of time coordinates (see Rots ¢t al.)2015  ordinate type that is not covered by this standard orféin o

cially recognizedITSconventiorshallbe taken to be linear.

All non-linear coordinate system namesistbe expressed

in ‘4-3' form: the first four characters specify the coordma

type, the fifth character is a hyphen, and the remain-

ing three characters specify an algorithm code for comput-

ing the world coordinate value. Coordinate types with names
of less than four characters are padded on the right with
hyphens, and algorithm codes with less than three charac-
ters are padded on the right with blafksAlgorithm codes
shouldbe three characters.

CUNITi — [string; indexed; default:'.' (i.e., undefined)].
Physical units ofRVAL andCDELT for axisi. Note that units
shouldalways be specified (see Séctl4.3). Units for celestial
coordinate systems defined in this Standargtbe degrees.

8.2. World coordinate system representations

A variety of keywords have been reserved for computing the
coordinate values that are to be associated with any pixel lo
cation within an array. The full set is given in Tabld 22; thas
most common usage are defined in detail below for convenience
Coordinate system specifications may appear in HDUs that con
tain simple images in the primary array or in an image extmsi
Images may also be stored in a multi-dimensional vectoragell
a binary table, or as a tabulated list of pixel locations (apd
tionally, the pixel value) in a table. In these last two typéan-
age representations, the WCS keywords havéfardint naming
convention which reflects the needs of the tabular datatsireic
and the 8-character limit for keyword lengths, but otheefid-
low exactly the same rules for type, usage, and default galue
See reference Calabretta & Greisen (2002) for example wfage
these keywords. All forms of these reserved keywardstbe

used only as specified in this Standard. 11 Named after a meeting held in Green Bank, West Virginia, USA
In the case of the binary table vector representation, it iis 1989 to develop standards for the interchange of singlh didio

possible that the images contained in a given column of the t&tronomy data.

ble have diferent coordinate transformation values. Table 9 of? Example:*RA---UV .

CRPIX]j — [floating point; indexed; default: 0.0]. Location of the
reference point in the image for axigorresponding to; in
Eqg. (9). Note that the reference poinaylie outside the im-
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Table 22: Reserved WCS keywords (continues on next page)

BINTABLE vector Pixel list

Keyword Description Global Image Primary Alternative Paim Alternative
Coordinate dimensionality WCSAXESa WCAXna e
Axis type CTYPEia iCTYPn  iCTYna TCTYPn TCTYna
AXis units CUNITia iCUNIn  iCUNna TCUNIn TCUNna
Reference value CRVALia iCRVLN  iCRVna TCRVLn  TCRVha
Coordinate increment CDELTia iCDLTn  iCDEna TCDLTn  TCDEna
Reference point CRPIXja jCRPXn  jCRPNa TCRPXn TCRPna
Coordinate rotatioh CROTAI iCROTN TCROTN
Transformation matrik PCi_ja ijPCna TPCn_ka or TPn_ka
Transformation matrik CDi_ja ijCDna TCDn_kaor TCn_ka
Coordinate parameter PVi_ma PVn_maorivn_ma TPVNn_maor TVn_ma
Coordinate parameter array ... ivn_Xa
Coordinate parameter PSi_ma PSn_maoriSn_ma TPSn_maor TSn_ma
Coordinate name WCSNAMEa WCSNna WCSna or TWCSha
Coordinate axis name CNAMEia iCNAna TCNANna
Random error CRDERia iCRDna TCRDna
Systematic error CSYERia iCSYna TCSYna
WCS cross-reference target WCSTna
WCS cross reference . WCSXna
Coordinate rotation LONPOLEa LONPna LONPna
Coordinate rotation LATPOLEa LATPna LATPna
Coordinate epoch EQUINOXa EQUIna EQUIna
Coordinate epoch EPOCH EPOCH EPOCH
Reference frame RADECSYS*  RADESYSa RADENna RADENna
Line rest frequency (Hz) RESTFREQ*  RESTFRQa RFRQNa RFRQNa
Line rest vacuum wavelength (m) RESTWAVa RWAVNa RWAVNa
Spectral reference frame SPECSYSa SPECna SPECna
Spectral reference frame SSYSOBSa SOBSha SOBSha
Spectral reference frame SSYSSRCa SSRCna SSRCna
Observation X (m) OBSGEO-X° OBSGXn OBSGXn
Observation Y (m) OBSGEO-Y® 0BSGYn OBSGYn
Observation Z (m) OBSGEO-Z° 0BSGZn OBSGZn
Radial velocity (m s?) VELOSYSa VSYSna VSYSna
Redshift of source ZSOURCEa ZS0Una ZS0Una
Angle of true velocity VELANGLa VANGna VANGna

Date-time related keywords (see Jéct.9)
Date of HDU creation DATE
Datetime of observation DATE-0BS DOBSN DOBSn

MJID-0BS MJIDOBN MJIDOBN

BEPOCH

JEPOCH
Average datgime of observation DATE-AVG DAVGN DAVGNn

MID-AVG MIDAN MIDAN
Start datgime of observation DATE-BEG

MID-BEG

TSTART
End datgime of observation DATE-END

MJID-END

TSTOP
Net exposure duration XPOSURE
Wall clock exposure duration TELAPSE
Time scale TIMESYS CTYPEia iCTYPn  iCTYna TCTYPn TCTYna
Time zero-point (MJD) MIDREF®
Time zero-point (JD) JDREF®
Time zero-point (ISO) DATEREF
Reference position TREFPOS TRPOSN TRPOSN
Reference direction TREFDIR TRDIRN TRDIRN
Solar system ephemeris PLEPHEM
Time unit TIMEUNIT CUNITia iCUNIn  iCUNna TCUNIn TCUNna
Time ofset TIMEOFFS
Time absolute error TIMSYER CSYERia iCSYEn  iCSYna TCSYn TCSYna
Time relative error TIMRDER CRDERia iCRDEn  iCRDna TCRDN TCRDnha
Time resolution TIMEDEL
Time location in pixel TIMEPIXR
Phase axis zero point CZPHSia iCZPHn  iCZPna TCZPHn TCZPna
Phase axis period CPERIia iCPERN  iCPRNa TCPERN  TCPRna
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Table[22 (continued)

Notes.The indexeg andi are pixel and intermediate world coordinate axis numbespectively. Within a table, the indexrefers to a column
number, andnrefers to a coordinate parameter number. The itkd®go refers to a column number. The indicads either blank (for the primary
coordinate description) or a charactathroughZ that specifies the coordinate version. See text.

() crOTAI form is deprecated but still in use. dtust notbe used wittPCi_j, PVi_m, andPSi_m. @ PCi_j andCDi_j forms of the transformation
matrix are mutually exclusive, andust notappear together in the same HD®) EPOCH is deprecated. UsSEQUINOX instead® These 8-character
keywords are deprecated; the 7-character forms, whichrande an alternate version code letter at the shouldbe used instead® For
the purpose of time reference position, geodetic latjflodgitudegelevationOBSGEO-B, OBSGEO-L, OBSGEO-H or an orbital ephemeris keyword
OBSORBIT can be also used (see S&ct. 9.2B)[M] IDREF can be split in integer and fractional valugs] JDREFI and [M] JDREFF as explained

in Sect[9.2.P.

age and that the first pixel in the image has pixel coordinateGRDERI — [floating point; default: 0.0]. Random error in coordi-

(2.0,1.0,..)). natei, whichmustbe non-negative.
CRVALi — [floating point; indexed; default: 0.0]. World CSYERi — [floating point; default: 0.0]. Systematic error in co-
Coordinate value at the reference point of axis ordinatei, whichmustbe non-negative.

CDELTi — [floating point; indexed; default: 1.0]. Increment otrh lueshouldai tati | f th
the world coordinate at the reference point for axi$he ese valueshouldgive a representative average value of the
error over the range of the coordinate in the HDU. The totalrer

valuemust note zero. . : . ; o
CROTAI — [floating point; indexed; default: 0.0]. The amounin the coordinates would be given by summing the individual

of rotation from the standard coordinate system tafeoint errors in quadrature.
coordinate system. Further use of this of this keyword is dep
recated, in favor of the newer formalisms that use@biej 8.2.1. Alternative WCS axis descriptions
or PCi_j keywords to define the rotation.

PCi_j — [floating point; defaults: 1.0 when= j, 0.0 otherwise].
Linear transformation matrix between pixel axeand in-

In some cases it is useful to describe an image with more than
one coordinate tyfi8. Alternative WCS descriptionmay be
termediate coordinate axésThe PCi_j matrix must notbe ~ @dded to the header by adding the appropriate sets of WCS key-
singular. Words_, and appending to all keywords in each set an alpha_betl
CDi_j — [floating point; defaults: 0.0, but see below]. Lineafode in the ranga throughz. Keywords that may be used in
transformation matrix (with scale) between pixel ayemd this way to specify a coordinate system version are inditate
intermediate coordinate axesThis nomenclature is equiv- 1ablel22 with the sfiix a. Allimplied keywords with this encod-
alent toPCi_j whenCDELTi is unity. TheCDi_j matrix must iNg arereserved keywordandmustonly be used ifFITSHDUs
notbe singular. Note that thedi_j formalism is an exclusive S specified in this Standard. The axis numbeustlie in the
alternative toPCi_j, and thecDi_j andPCi_j keywordsmust Fange 1 through 99, and the coordinate parametenustie in
notappear together within an HDU. the range 0 through 99, both with no leading zeros. 3
Theprimaryversion of the WCS description is that specified
In addition to the restrictions noted above, if amyj_j keywords Wwith a as the blank charactér Alternative axis descriptions are
are present in the HDU, all other unspecifiedi_j keywords optional, butmust notbe specified unless the primary WCS de-
shall default to zero. If naCcDi_j keywords are present then thescription is also specified. If an alternative WCS desaipis
headeshallbe interpreted as being #Ti_j form whether or not specified, all coordinate keywords for that versipastbe given
anyPCi_j keywords are actually present in the HDU. even if the values do notfiéer from those of the primary version.
Some non-linear algorithms that describe the transfoanatiRules for the default values of alternative coordinate dgsons
between pixel and intermediate coordinate axes requir@npar are the same as those for the primary description. The akern
eter values. A few non-linear algorithms also require cti@ra tive descriptions are computed in the same fashion as the pri
valued parameters, e.g., table lookups require the namise of mary coordinates. The type of coordinate depends on the valu
table extension and the columns to be used. Where neces$drgTYPEia, and may be linear in one of the alternative descrip-

parameter valuesiustbe specified via the following keywords: tions and non-linear in another.
The alternative version codes are selected byth&writer;

PVi_m — [floating point]. Numeric parameter values for interthere is no requirement that the codes be used in alphaleetic s
mediate world coordinate axis wherem is the parameter quence, nor that one coordinate versioffediin its parameter
number. Leading zerasiust notbe used, anen may have values from another. An optional keywoidSNAMEa is also de-
only values in the range 0 through 99, and that are definfided to name, and otherwise document, the various versions o
for the particular non-linear algorithm. WCS descriptions:

PSi_m— [string]. Character-valued parameters for intermediate . . .
world coordinate axis, wherem is the parameter number. WCSNAMEa — [string; default fora: '.." (i.e., blank, for the pri-
Leading zerosnust notbe used, anth may have only val- mary WCS, else a charactérthroughZ that specifies the

ues in the range 0 through 99, and that are defined for the Examples include the frequency, velocity, and wavelentghga
particular non-linear algorithm. spectral axis (only one of which, of course, could be lineairthe po-
. . . sition along an imaging detector in both meters and degneéiseosky.
The following keywords, while not essential for a completew Tere are a number of keywords (6jgcna) where thea could be
specification of animage WCS, can be extremely useful fat-regushed & the 8-char keyword name for plausible values, gfk, n, and
ers to interpret the accuracy of the WCS representationef . In such casea is still said to be ‘blank’ although it is not the blank
image. character.
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Table 23: Reserved celestial coordinate algorithm codes.

Default
Code ¢o 6o Properties  Projection name
Zenithal (azimuthal) projections
AZP 0° 90 Sect.5.1.1 Zenithal perspective
SZp 0° 90 Sect.5.1.2  Slant zenithal perspective
TAN 0° 90 Sect.5.1.3 Gnomonic
STG 0° 90 Sect.5.1.4  Stereographic
SIN 0° 90¢ Sect.5.1.5  Slant orthographic
ARC 0° 90 Sect.5.1.6 Zenithal equidistant
ZPN 0° 90¢° Sect.5.1.7  Zenithal polynomial
ZEA 0° 90 Sect.5.1.8 Zenithal equal-area
AIR 0° 90° Sect.5.1.9 Airy
Cylindrical projections
CYP o O Sect. 5.2.1.  Cylindrical perspective
CEA o 0 Sect. 5.2.2  Cylindrical equal area
CAR 0O O Sect.5.2.3 Plate carrée
MER o 0 Sect.5.2.4 Mercator
Pseudo-cylindrical and related projections
SFL 0 O Sect.5.3.1  Samson-Flamsteed
PAR o 0 Sect. 5.3.2  Parabolic
MOL 0 O Sect. 5.3.3  Mollweide
AIT o 0 Sect. 5.3.4  Hammer-Aifd
Conic projections
Ccop 0 6, Sect. 5.4.1  Conic perspective
COE 0 6, Sect. 5.4.2 Conic equal-area
CoD 0 6, Sect. 5.4.3  Conic equidistant
C0O0 0 0, Sect.5.4.4  Conic orthomorphic
Polyconic and pseudoconic projections
BON o 0 Sect. 5.5.1 Bonne’s equal area
PCO 0O O Sect. 5.5.2  Polyconic
Quad-cube projections
TSC o Sect. 5.6.1  Tangential spherical cube
(e o 0 Sect. 5.6.2  COBE quadrilateralized spherical cube
QsC [0 0 Sect. 5.6.3  Quadrilateralized spherical cube
HEALPIXx grid projection
HPX 0° 0  Sect.6 HEALPIx grid

() Refer to the indicated sectionlin Calabretta & Greisen (2662a detailed descriptiod? This projection is defined in_ Calabretta & Roukéma
(2007).

coordinate version]. Name of the world coordinate systeprojections (such as cylindricals and conics, which are ¢esn-
represented by the WCS keywords with théfisua. Its pri- monly used in astronomy), the additional keywdar&ATPOLEa
mary function is to provide a means by which to specify must be used to specify the native latitude of the celestld.p
particular WCS if multiple versions are defined in the HDUSeel Calabretta & Greisen (2002) for the transformation equa
tions and other details.
The accepted celestial coordinate systems are: the sthndar
8.3. Celestial coordinate system representations equatorial RA-- andDEC-), and others of the fornxLON and
) ) ) ) ] XLAT for longitude-latitude pairs, whepeis G for Galactic E for
The conversion from intermediate world coordinatey)in the  ecjiptic, H for helioecliptic ands for supergalactic coordinates.
plane of projection to celestial coordinates involves teps: a  gjnce the representation of planetary, lunar, and soladauate
spherical projection to native longitude and latitudet), de- systems could exceed the 26 possibiliti€emied by the single
fined in terms of a convenient coordinate system (native charactex, pairs of the formyZLN andyzT maybe used as well.
spherical coordinatésfollowed by a spherical rotation of these
native coordinates to the required celestial coordinastesy papgsysa — [string; default:”FK4’, "FK5’, or "ICRS’: see
(@,6). The algorithm to be used to define the spherical projec- pejow]. Name of the reference frame of equatorial or edipti
tion mustbe encoded in th€TYPEi keyword as the three-letter coordinates, whose valuaustbe one of those specified in

algorithm code, the allowed values for which are specified in 1ap1e[22. The default value &4 if the value of EQUINOXa
Table[Z3 and defined in references Calabretta & Grelsen §2002 _ 19840 FKs if EQUINOXa > 19840, or ICRS if EQUINOXa

and_ Calabretta & Roukema (2007). The target celestial ¢goord s ot given.
nate system is also encoded into the left-most portion of thggyryoxa — [floating point; default: see below]. Epoch of the

CTYPEi keyword as the coordinate type. mean equator and equinox in years, whose vahustbe
For the final step, the paramet@NPOLEamust be specified, non-negative. The interpretation of epoch depends upon the
which is the native longitude of the celestial pajg, For certain value of RADESYSa if present:Besseliarif the value iSFK4
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or FK4-NO-E, Julianif the value isFK5; not applicablef the Table 24: Allowed values GRADESYSa.
value iSICRS or GAPPT.
EPOCH — [floating point]. This keyword is deprecated and _Value Definition
should nobe used in newITSfiles. Itis reserved primarily ICRS International Celestial Reference System
to prevent its use with other meanings. TEQUINOX key- FKS Mean place, new (IAU 1984) system
word shall be used instead. The value field of this keyword gij No_EL mggz B:Zggj g:ﬂ ﬁfhssiléﬁigﬁgfgg tsgrsr:wesm
was previously defined to contain a floating-point number GAPPT Geocentric apparent place, IAU 1984 system

giving the equinox in years for the celestial coordinate sys
tem in which positions are expressed.

DATE-O0BS — [floating point]. This reserved keyword is defined,... - .
in Sect[ZAD. ditional description of the coordinate may be helpful beyon

MID-0BS — [floating point; defaultDATE-0BS if given, other- whal car} be enpoded in the first fou_r characters okIf¥PEia _
wise no default]. Modified Julian Date (JD — 2,400,000.5) dfeYWord: CNAIEIa is reserved for this purpose. Note that this
the observation, whose value corresponds (by default)eto pyword provides a name for an axis Ina particular WCS, while
start of the observation, unless another interpretation is e ¢ WCSNAMEa keyViigggpames the particular WCS as a yvhole.

order to convert between some form of radial velocity and

plained in the comment field. No specific time system (e.Q.
UTC, TAI, etc.) is defined for this or any of the other time- ither frequency or wavelength, the keywoRESTFRQa and

related keywords. It isecommendethat theTIMESYS key- RESTWArespectively, are reserved.

word, as defined in Sedi. 9.2.1 be used to specify the time ) ) ] , ]

system. See also Sect.9.5. CNAMEia — [string; default: default!.." (i.e. alinear, undefined
LONPOLEa — [floating point; defaultsg if 5o > 6o, ¢o + 180° axis)]. Spectral coordinate description whintust notex-

otherwise]. Longitude in the native coordinate system ef th _C€ed 68 characters in length.

celestial system’s north pole. Normally, is zero unless a RESTFRQa— [floating point; default: none]. Rest frequency of

non-zero value has been set fofi_1a, which is associated  the of the spectral feature of interest. The physical omist

with thelongitudeaxis. This default applies for all values of _be Hz. _ _

6o, includingd = 9C°, although the use of non-zero values RESTWAVa — [floating point; default: none]. Vacuum rest wave-

of 6 are discouraged in that case. length of the of the spectral feature of interest. The pfafsic
LATPOLEa — [floating point; default: 99 or no default if unitmustbe m.

(6o, 90, pp — ¢0) = (0,0, £90°)]. Latitude in the native coor-

dinate system of the celestial system’s north pole, or eguivOne or the other oRESTFRQa or RESTiWAVa shouldbe given

lently, the latitude in the celestial coordinate systemhef t when it is meaningful to do so.

native system’s north pole. May be ignored or omitted in

cases wher&ONPOLEa completely specifies the rotation to

the target celestial system.

@) New FITS files should avoid using these older reference syste

8.4.1. Spectral coordinate reference frames

Frequencies, wavelengths, and apparent radial veloeiteegl-
ways referred to some selected standard of rest (i.e.erefer
frame). While the spectra are obtained they are, of negessit

This section discusses the conversion of intermediatednard the observer's rest fr_ame. The velocity correction fromotm-
ectral coordinates with common axes suaeas fic (the frame in which the measurements are usually made) t

; ; tandard reference frames (whictustbe one of those given in
quency, wavelength, and apparent radial velocity (reptese S e .
here with the coordinate variablest, or v). The key point for TablejZf’) are depend_ent on the d.Ot pTOdUCt with time-vagiabl
constructing spectral WCS iRITS is that one of these coordi-VeIOCIty vectors. That is, the velocity with respect to ansiard

natesmustbe sampled linearly in the dispersion axis; the Othetgference frarge deplendshuponhdlrecnon, andhthle ve:oagéa
are derived from prescribed, usually non-linear transtdioms. requency and wavelength) with respect to the local stahdar

Frequency and wavelength axeayalso be sampled linearly in of rest is a function of the celestial coordinate within the i
their logarithm. age. The keywordSPECSYSa andSSYSOBSa are reserved and,

. . : .. if used,mustdescribe the reference frame in use for the spectral
Following the convention for theTYPEia keyword, when is

. i . axis coordinate(s) and the spectral reference frame thahela
the spectral axis the first four characterastspecify a code for

h i s i lqorith he fifth constant during the observation, respectively. In ordesaim-
the coordinate type; for non-linear algorithms the fifthretwer o the velocities it is necessary to have the date and tittheo
mustbe a hyphen, and the next three charaateustspecify a

; . : - observation; the keyword®\TE-AVG andMJID-AVG are reserved
predefined algorithm for computing the world coordinatesrfr y

. . . . ! for this purpose. See also S 9.5.
the intermediate physical coordinates. The coordinate typst PUTP €l

be one of those specified in Tablg 25. When the algorithmis lin . .
ear, the remaindel? of tleTYPEia keywordmustbe bla%k. When DATE-AVG —[string; default: none]. Calendar date of the mid-
the algorithm is non-linear, the 3-letter algorithm codestbe point %f tshlf obse:jvatmn, expressed in the same way as the
one of those specified in Taldle]26. The relationships between DATE-0B eywor : - .

the basic physical quantities, andv, as well as the relation- MJD-AVG - [floating point; defal_JIt: nc_)ne]. Modified Juhan Date
ships between various derived quantities are given in eefs (JD - 2,400,000.5) of the mid-point of the observation.

Greisen et al. (2006). SPECSYSa— [string; default: none]. The reference frame in use
The generality of the algorithm for specifying the spectral for the spectral axis coordinate(s). Valid values are given
coordinate system and its representation suggests that adm Table[27.

8.4. Spectral coordinate system representations
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Table 25: Reserved spectral coordinate type codes.

Codé  Type Symbol  Assoc. variable  Default units
FREQ Frequency v v Hz
ENER Energy E v J
WAVN  Wavenumber K v m-t
VRAD  Radio velocity \Y v mst
WAVE Vacuum wavelength A A m
VOPT  Optical velocity z Pl mst
ZOPT Redshift z A
AWAV Air wavelength Aa Aa m
VELO  Apparent radial velocity v v ms?
BETA Beta factor y/c) B v

(@ Characters 1 through 4 of the value of the keywoTdPEia. @ By convention, the ‘radio’ velocity is given by(vo — v)/vo and the ‘optical’
velocity is given byc(2 — )/ Ao.

SSYSOBSa— [string; default’ TOPOCENT’]. The spectral refer- Table 26: Non-linear spectral algorithm codes.
ence frame that is constant over the range of the non-spectra
world coordinates. Valid values are given in Tablé 27. Codé Regularly sampledin  Expressed as
F2W Frequency Wavelength
The transformation from the rest frame of the observer to a £2V Apparent radial velocity

standard reference frame requires a specification of tregitot F2A Air wavelength

on Eartf of the instrument used for the observation in order to g;g Wavelength Ai)rsgrﬁrt]%dial velocity

calculate the diurnal Doppler correction due to the Earthta- W2A Air wavelength

tion. The location, if specifiedshallbe represented as a geocen- y2f Apparent radial vel. Frequency

tric Cartesian triple with respect to a standard ellipsbigsoid vauw Wavelength

at the time of the observation. While the position can often b v2a Air wavelength

specified with an accuracy of a meter or better, for most pur- A2F Air wavelength Frequency

poses positional errors of several kilometers will havdigége AZW Wavelength .

impact on the computed velocity correction. For details, red- igg o i%@afr;;‘rt E?é?lt;vlgfﬁgje

erence Greisen et al. (2006). GRI Detector Any type code from Tatle]25

. . . . GRA Detector Any type code from Tadlel25

OBSGEO-X — [floating point; default: none]X—coordinate (in TAB Not regular Any four-letter type code

meters) of a Cartesian triplet that specifies the locatioth W @ Characters 6 through 8 of the value of the keywOTdPEia.

respect to a standard, geocentric terrestrial refereaoady

where the observation took place. The coordimatestbe  gsyssrca — [string; default: none]. Reference frame for the

valid at the epociID-AVG or DATE-AVG. value expressed in tHESOURCEa keyword to document the
OBSGEO-Y — [floating point; default: none]Y—coordinate (in systemic velocity of the observed source. Vahwestbe one

meters) of a Cartesian triplet that specifies the locatioth w  of those given in Table 2&xcepfor SOURCE.

respect to a standard, geocentric terrestrial referempedy VELOSYSa — [floating point; default: none]. Relative radial ve-

where the observation took place. The coordimatestbe locity between the observer and the selected standardtof res

valid at the epocID-AVG or DATE-AVG. in the direction of the celestial reference coordinate.t&ni

7 . . '
OBSGEO-Z — [floating point; default: noneZ—coordinate (in mustbe m s .t'lr']heV\C/ICJ:NSITla Keywprrt]:lt IS ?gt used for tg'.s
meters) of a Cartesian triplet that specifies the locatiath, w PUrpose since the Versiamignt not be expressed in

: ; locity units.
respect to a standard, geocentric terrestrial refereaoady ve . - ) . .
where the observation took place. The coordinatestbe ZSOURCEa — [floating point; (_jefault. none]. Radial velocity
valid at the epoch{JD-AVG or DATE-AVG with respect to an alternative frame of rest, expressed as a

unitless redshift (i.e., velocity as a fraction of the speéd

light in vacuum). Used in conjunction witBSYSSRCa to

document the systemic velocity of the observed source.
VELANGLa — [floating point; default-90.]. In the case of rela-
tivistic velocities (e.g., a beamed astrophysical jet)tthas-
verse velocity component is important. This keyword may
be used to express the orientation of the space velocity vec-
tor with respect to the plane of the sky. See Appendix A of
reference Greisen etlal. (2006) for further details.

Information on the relative radial velocity between the ob-
server and the selected standard of rest in the directioheof t
celestial reference coordinateay be provided, and if sghall
be given by theVELOSYSa keyword. The frame of rest defined
with respect to the emitting source may be represent&dis;
for this reference frame it is necessary to define the veladgth
respect to some other frame of rest. The keywSRISYSaand
ZSOURCEa are used to document the choice of reference frame
and the value of the systemic velocity of the source, respgt

15 The specification of location for an instrument on a spadeara
flight requires an ephemeris; keywords that might be reduinethis
circumstance are not defined here.
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Table 27: Spectral reference systems. Table 29: Conventional Stokes values.
Value Definition Value Symbol Polarization
TOPOCENT  Topocentric 1 ] Standard Stokes unpolarized
GEOCENTR  Geocentric 2 Q Standard Stokes linear
BARYCENT Barycentric 3 U Standard Stokes linear
HELIOCEN Heliocentric 4 \% Standard Stokes circular
LSRK Local standard of rest (kinematic) -1 RR Right-right circular
LSRD Local standard of rest (dynamic) -2 LL Left-left circular
GALACTOC  Galactocentric -3 RL Right-left cross-circular
LOCALGRP  Local Group -4 LR Left-right cross-circular
CMBDIPOL Cosmic microwave background dipole -5 XX X parallel linear
SOURCE Source rest frame -6 YY Y parallel linear
-7 XY XY cross linear
Notes.These are the allowed values of tBRECSYSa, SSYSOBSa, and -8 YX YX cross linear
SSYSSRCa keywords.

Table 28: Example keywords for a 100 element array of complex ' 1€ Precision with which any time stamp conforms to any
values. conventional time scale is highly dependent on the characte

istics of the acquiring system. The definitions of many conve
tional time scales vary over their history along with thegis®sn

?Ier}[/;\gd — T that can be attributed to any time stamp. The meaning of any
BITPIX = 32 time stamp may be ambiguous if a time scale is used for dates
NAXIS = 2 prior to its definition by a recognized authority, or for datd-
NAXIS1 = 2 ter that definition is abandoned. However, common sensddhou
NAXIS2 = 160 prevail: the precision in the description of the time cooede
CTYPE1 = 'COMPLEX' should be appropriate to the accuracy of the temporal irflerm
CRVALL = 0. tion in the data.

CRPIX1 = 0.

CDELT1 = 1.

END 9.1. Time values

. . The three most common ways to specify time are: 1SO-8601
8.5. Conventional coordinate types (ISO [2004b), Julian Date (JD), or Modified Julian Date (MJD

The firstFITSpaperl(Wells et al. 1981) listed a number of ‘sugf-z ‘JDJ_ |2 400 0|OQE.’; SeT’ IAaU 3997)1_ j]ulian ngelsgzag(e:éounted
gested values’ for theTYPEi keyword. Two of these have the!ToM Julian proleptic calendar date 1 January annoo

attribute the associated world coordinates can assumergaly ©F Gregorian proleptic calendar date 24 November 4714 BCE,
ger values and that the meaning of these integers is onlyedkfi Iso f‘t noon. For an e_xplanatlon of the (_:alendars, SCC Rals et
by convention. The first ‘conventional’ coordinateCBYPEia = 2(_)1")' Even though it is common to thmlg of certain represen
*COMPLEX to specify that complex values (i.e., pairs of real anffitions of time as absolute, time values in FITS fimllall
imaginary components) are stored in the data array (alotty e_co_n5|_dered relative: elap_sed tlm? since a,!oarnculareate
an optional weight factor). Thus, the complex axis of theadaPointintime. It may helpto view the absplute valueg, as eriyar
array will contain two values (or three if the weight is sgied)). 'clative to a globally accepted zero point. For a discussion
By convention, the real component has a coordinate value ofide precision requwedrto represent time values in flogiag
the imaginary component has a coordinate value of 2, and fifymbers, see Rots et al. (2015).
weight, if any, has a coordinate value of 3. Tablé 28 illusisa
the required keywords for an array of 100 complex valuesitwitg 1.1. 1SO-8601 datetimestrings
out weights).

The second conventional coordinat€ &PEia = ’ STOKES’
to specify the polarization of the data. Conventional va)tieeir
symbols, and polarizations are given in Tdblé 29.

FITS datetime strings conform to a subset of ISO-8601 (which
in itself does not imply a particular time scale) for sevdirake-
related keywords (Bunclark & Rols 1997), SuctDAZE-xxxx.
Heredatetimewill be used as a pseudo data type to indicate its
use, although its valuesustbe written as a character string in
A format. The full specification for the format of ttdatetime

9. Representations of time coordinates string has been:

Time as a dimension in astronomical data presents chaHaen&gYY_MM_DD [Thh:mm:ss[.s...]]

for its representation in FITS files. This section formusatiee

representation of the time axis, or possibly multiple timmess  All of the time partmaybe omitted (just leaving the date) or
into the World Coordinate System (WCS) described in $éct. e decimal secondmaybe omitted. Leading zeroesust not
Much of the basic structure is employed, while extensiomrs ave omitted and timezone designators ao¢ allowed This def-
developed to cope with theftitrences between time and spatiahition is extended to allow five-digit years with mandatory
dimensions; notable amongst thes&atences is the huge dy-sign, in accordance with ISO-8601. That is, aall use either
namic range, covering the highest resolution timing reéato  the unsignedour-digit year format or theignedfive-digit year
the age of the Universe. format:

36



37

[+C]CCYY-MM-DD[Thh:mm:ss[.s...]] TIMESYS — [string; default’ UTC’]. The value field of this key-
word shall contain a character string code for the time scale
of the time-related keywords. Threcommendedalues for

Note the following: this keyword in Tablé_30 have well defined meanings, but
other valuesnaybe used. If this keyword is absenyJTC’
— In counting years, ISO-8601 follows the convention of in- mustbe assumed.
cluding year zero. Consequently, for negative year numbers

there is an fset of one from BCE dates which do notrecogp, cjevant contexts (e.g., time axes in image arrays, table

rilzB%zlaEyear zelr(é). ;hggéearé corresponds to 1 CE, year cEﬂumns, or random group8IMESYS maybe overridden by a
, year-L 10 » and so on. . time scale recorded iGTYPEia, its binary table equivalents, or
— The earliest date that may be represented in the four—dlg YPEi (see TablE22)

year format i000-01-01T00: 00:00 (in the year 1 BCE); .
: ta. . ) The keywordsTIMESYS, CTYPEia, TCTYPn, andTCTYna or
the latest date i9999-12-31T23:59: 59. This representa %inary table equivalenthayassume the values listed in Table
a

tion of time is tied to the Gregorian calendar. In confornean L L
with the present 1SO-8601:2004(E) standard {150 20048} In addition, for backward compatibility, all excefMESYS

: ; : dPTYPEi mayalso assume the valllHME (case-insensitive)
dates prior to 158fustbe interpreted according to the pro- : . ’
leptic application of the rules of Gregorius XIil. For dated/n€reupon the time scashall be that recorded IBIMESYS or,
not covered by that range the use of Modified Julian Dala its absence, its default valugTC. As noted above, local time

. : ales other than those listed in Tablér8@ybe used, but their
gili/ﬂé]-Dd?g(i)trjgzlaI? %ET? ;(teig]el?:)onmuran ebn%rzdor L L Slgn%@eshouldbe restricted to alternate coordinates in order that the

— In the five-digit year format the earliest and latest dates argrr:]zirg/alc:ordlnates will always refer to a properly recogu
-99999-01-01T00:00:00 (i.e.,—100 000 BCE) and :

+99999-12-31T23:59: 59 See Rots et al. (2015), Appendix A, for a detailed discussion
— The origin of JD can be W.ritten as: of the various time scales. In cases where high-precision ti
_94713-11-24T12:00: 00. ’ ing is important one may append a specific realization, ieipar

theses, to the values in the table; eTL.(TAI), TT(BIPMOS),
HFCNIST). Note that linearity is not preserved across all time
scales. Specifically, if the reference position remainsianged

e (see Section 9.2.3), the first ten, with the exceptiot'Df, are
linear transformations of each other (excepting leap s#£pAas
areTDB andTCB. On averag&(CB runs faster thaliCG by approx-
jmately 16x 1078, but the transformation frofTiT or TCG (which
time scale (see Sectignap.1). are linearly related) is to be achieved through a time ephisme

— As specified by Bunclark & Rats (1997), time zones are efs provided by Irwin & FUKUSh'mf" (199_9)' )
plicitly not supported in FITS and, consequently, appegdin  The relations between coordinate time scales and their dy-
the letter‘z’ to a FITS ISO-8601 string isot allowed The Namical equivalents have been defined as:
rationale for this rule is that its role in the ISO standard is T(TCG) = T(TT) + Lg x 86400x (JD(TT) — JDo)
that of a time zone indicator, not a time scale indicator. As T(TDB) = T(TCB)—-Lgx86400< (JD(TCB)—JDo)+T DBy
the concept of a time zone is not supported in FITS, the ugdere:
of time zone indicator is inappropriate. T is in seconds

Lc = 6.969290134 10710

Lg = 1.55051976& 1078
9.1.2. Julian and Besselian epochs J%o — 24431445003725

In a variety of contextepochsare provided with astronomical 1 DBo=-6.55x107°s
data. Until 1976 these were commonly based on the Besselldhearity is virtually guaranteed since images and indratta-
year (see Sedf.9.3), with standard epochs B1900.0 and B1.950le columns do not allow more than one reference position to
After 1976 the transition was made to Julian epochs based kfassociated with them, and since there is no overlap betwee
the Julian year of 365.25 days, with the standard epoch Japo@eference positions that are meaningful for the first nineeti
They are tied to time scales ET and TDB, respectively. Nog&ales on the one hand, and for the barycentric ones on tae oth
that the Besselian epochs are scaled by the variable lehtjth o All use of the time scale GMT in FITS fileshallbe taken to
Besselian year (see Sdct.]9.3 and its cautionary note, vatgch have its zero point at midnight, conformant with UT, inclogli
applies to this context). The Julian epochs are easier tolea, dates prior to 1925. For high-precision timing prior to 193&e
as long as one keeps track of leap days. Rots et al.[(2015), Appendix A.
Some time scales in use are not listed in Table 30 because

. . they are intrinsically unreliable or ill-defined. When uséuky
9.2. Time coordinate frame shouldbe tied to one of the existing scales with appropriate spec-
ification of the uncertainties; the same is true for freening
clocks. However, a local time scale such as MET (Mission
Thetime scalelefines the temporal reference frame, and is spd€lapsed Time) or OET (Observation Elapsed Timmgybe de-
ified in the header in one of a few ways, depending upon the cdimed for practical reasons. In those cases the time referenc
text. When recorded as a global keyword, the time ssla#dlbe value (see Sectidn 9.2.8hall notbe applied to the values, and
specified by: it is stronglyrecommendethat such timescales be provided as

— In time scale UTC the integer part of the seconds field ru
from 00 to 60 (in order to accommodate leap seconds); in
other time scales the range is 00 to 59.

— The ISO-8601datetimedata type isnot allowedin imag
axis descriptions sinc€RVAL is required to be a floating
point value.

— 1SO-8601datetimedoes not imply the use of any particula

9.2.1. Time scale
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Table 30: Recognized Time Scale Values

Value

Meaning

TAI
TT
TDT
ET
IAT

UT1
UTC

GMT

uTO!

GPS

TCG

TCB

TDB

LOCAL

(International Atomic Time): atomic time standard
maintained on the rotating geoid

(Terrestrial Time; 1AU standard): defined on the ro-
tating geoid, usually derived as TAl32.184 s
(Terrestrial Dynamical Time): synonym for TT (dep-
recated)

(Ephemeris Time): continuous with TT; should not
be used for data taken after 1984-01-01

synonym for TAI (deprecated)

(Universal Time): Earth rotation time

(Universal Time, Coordinated; default): runs syn-
chronously with TAI, except for the occasional in-
sertion of leap seconds intended to keep UTC within
0.9 s of UT1; as of 2015 -07-01 UTETAI — 36 s
(Greenwich Mean Time): continuous with UTC; its
use is deprecated for dates after 1972-01-01
(Universal Time, with qualifier): for high-precision
use of radio signal distributions between 1955 and
1972; see Rots etlal. (2015), Appendix A

(Global Positioning System): runs (approximately)
synchronously with TAl; GPS TAl — 19 s
(Geocentric Coordinate Time): TT reduced to the
geocenter, corrected for the relativistiffezts of
the Earth’s rotation and gravitational potential; TCG
runs faster than TT at a constant rate

(Barycentric Coordinate Time): derived from TCG
by a 4-dimensional transformation, taking into ac-
count the relativistic ects of the gravitational po-
tential at the barycenter (relative to that on the ro-
tating geoid) as well as velocity time dilation vari-
ations due to the eccentricity of the Earth’'s orbit,
thus ensuring consistency with fundamental physi-
cal constantg; Irwin & Fukushima (1999) provide a
time ephemeris

(Barycentric Dynamical Time): runs slower than
TCB at a constant rate so as to remain approximately
in step with TT; runs therefore quasi-synchronously
with TT, except for the relativisticféects introduced
by variations in the Earth’s velocity relative to the
barycenter. When referring to celestial observations,
a pathlength correction to the barycenter may be
needed which requires the Time Reference Direction
used in calculating the pathlength correction.

for simulation data and for free-running clocks.

1Specific realization codes may be appended to these vatues, i

parentheses; see text. For a more detailed discussion®f tim
scales, see Rots et al. (2015), Appendix A.

of the recognized time scales listed in Taplé 30, and thae tim
scalemustbe specified explicitly or implicitly as explained in
Sect[9.2.11.

The reference point in time, to which all times in the HDU
are relativeshall be specified through one of three keywords:

MIDREF — [floating-point]; default: 0.0] The value field of this
keyword shallcontain the value of the reference time in
MJD.

JDREF — [floating-point; default: none] The value field of this
keywordshall contain the value of the reference time in JD.

DATEREF — [datetime; default: none] The value field of this key-
word shallcontain a character string representation of the
reference time in ISO-8601 format.

MIDREF andJDREF may, for clarity or precision reasons, be split
into two keywords holding the integer and fractional paejgas
rately:

MIDREFI — [integer; default: 0] The value field of this keyword
shall contain the integer part of reference time in MJD.

MIDREFF — [floating-point; default: 0.0] The value field of this
keywordshall contain the fractional part of reference time in
MJD.

JDREFI - [integer; default: none] The value field of this key-
word shall contain the integer part of reference time in JD.

JDREFF — [floating-point; default: none] The value field of this
keywordshall contain the fractional part of reference time in
JD.

If [M]IDREF and both [M]IDREFI and [M]JDREFF are
present, the integer and fractional values shall have geste
over the single value. If the single value is present with ohe
the two parts, the single value shall have precedence. Ifothe
lowing, MJDREF and JDREF refer to their literal meaning or the
combination of their integer and fractional parts. If a heyazbn-
tains more than one of these keywor@iBREF shallhave prece-
dence oveDATEREF and MIDREF shallhave precedence over
both the others. If none of the three keywords is presentetise
no problem as long as all times in the HDU are expressed in ISO-
8601; otherwis@lJDREF = 0.0 mustbe assumed. ITREFPOS =
"CUSTOM (Section[9.2.8) it is legitimate for none of the refer-
ence time keywords to be present, as one may assume the data
are from a simulation. Note that thalueof the reference time
has global validity for all time values, but it does not havesa
ticular time scale associated with it.

alternate time scales, with a defined conversion to a rezedni 9.2.3. Time reference position
time scale.

It is useful to note that while UT1 is, in essence, an angle (
the Earth’s rotation +e.,aclock), the others are Sl-second coun
ters chronometers UTC, by employing leap seconds, serves

a bridge between the two types of time scales.

9.2.2. Time reference value

The time reference valueii®t requiredo be presentin an HDU.
However, if the time reference point is specified expliditinust

AP observation is an event in space-time. The referenc¢iposi
gpecifies the spatial location at which the time is validhesit

where the observation was made or the point in space for which

q?’ght-time corrections have been applied. When recorded as

global keyword, the time reference positishall be specified
by:

TREFPOS — [string; default:’ TOPOCENTER’]. The value field
of this keywordshall contain a character string code for the
spatial location at which the observation time is valid. The

be expressed in one of 1ISO-8601, JD, or MJD. These referencevalueshouldbe one of those given in Talile]31. This keyword
valuesmustonly be applied to time values associated with one shallapply to time coordinate axes in images as well.
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In binary tables dferent columnsnayrepresent completely Table 32: Compatibility of Time Scales and Reference Rursiti
different Time Coordinate Frames. However, each column can

have only one time reference position, thus guaranteeaiegit Reference Time scdle
ity (see Section9.2.1). Position TT,TDT TCG TDB TCB LOCAL
TAI, IAT
TRPOSNh — [string; default:’ TOPOCENTER’] The value field of UTSPGSMT
this keywordshallcontain a character string code for the :
spatial location at which the observation time is valid.SThi  1ob0cEnTER t Is
table keywordshall overrideTREFPOS. GEOCENTER Is c
BARYCENTER Is c
The reference position valumaybe a standard location RELOCATABLE c
(such asGEOCENTER or TOPOCENTER) or a point in space de- Othef re re

fined by specific coordinates. In the latter case one should be
aware that a (3-D) spatial coordinate frame needs to be define L . )
that is likely to be diferent from the frame(s) that the data ar&otes-’Legend (combination is not recommended if no entey)or-
associated with. Note tha0POCENTER is only moderately infor- ect match; refe:je_nce position comcnﬂes WE'th tr?e Sp"’;“@'m’fhthe .

: : : : : : : space-time coordinates; correct match on Eart 's surface, otherwise
?O?E\rﬁ)';l;gﬁgﬁggﬁgﬁé;g%ﬁﬂé: grrg\gﬁg\?w?irnl%fggtie N usually linear scalings: linear relativistic scalingre: non-linear rela-

@ifistic scaling. @Al other locations in the solar system.
that for the gaseous planets the barycenters of their @anet 9 y

systems, including satellites, are used for obvious reasthile  gacts introduce a (generally linear) scaling in certain cbmb

itis pref(_arable to spell the Iopation names out in fl,’”’ iderto nations; highly eccentric spacecraft orbits are the except
be consistent with the practice lof Greisen etlal. (2006) #le v pjems will arise when using a reference position on a@roth
ues are allowed to be truncated to eight characters. Fontve; oo, system body (includirHELTOCENTER). Therefore it igec-

in order to allow for alternative spellln_gs, only_ thg_ firstéd o mmendedo synchronize the local clock with one of the time
characters of all these valugisall be conslldered significant. Thegeg1es defined on the Earth’s surfat®, TAI, GPS, or UTC (in
value of the keywordhallbe case-sensitive. the last case: beware of leap seconds). This is common geacti
for spacecraft clocks. Locally, such a clock will not apptar
run at a constant rate, because of variations in the grenntat
potential and in motions with respect to Earth, but tiffeas

Table 31: Standard Time Reference Position Values

Valuet  Meaning _ can be calculated and are probably small compared withserror
TOPOCENTER  Topocenter: the location from where the ob- “introduced by the alternative: establishing a local tinesdard.
servation was made (default) In order to provide a complete descriptiGPFQPOCENTER
nggggggg Saerc;/%ee?teerr of the Solaf System requires the observatory’s coordinates to be specifiedreThe
RELOCATABLE Relocatable: to be used for simulation data ﬁ]resg]gte%%%tll%;ca (t)h?( I'(I)'BRSSGE%agegIgg Gggog)jmv%?(?hdg:g]ed
only : o A b X
CUSTOM A position specified by coordinates that is strongly preferred (b) a geodetic latitudéongitudgelevation

not the observatory location

Less common, but allowed standard values are:

triplet (defined below); ofc) a reference to an orbit ephemeris
file. A set of geodetic coordinates is recognized:

HELIOCENTER  Heliocenter OBSGEO-B — [floating-point] The value field of this keyword
GALACTIC  Galactic cently shallcontain the latitude of the observation in deg, with
EMBARYCENTER  Earth-Moon barycenter h " 9
MERCURY Center of Mercury North positive.
VENUS  Center of Venus OBSGEO-L - [floating-point] The value field of this keyword
MARS  Center of Mars . shallcontain the longitude of the observation in deg, with
JUPITER Barycenter of the Jupiter system East positive.
SATURN  Barycenter of the Saturn system . . . .
URANUS ~ Barycenter of the Uranus system OBSGEO-H — [floating-point] The value field of this keyword
NEPTUNE Barycenter of the Neptune system shall contain the altitude of the observation in meters.

Notes.PRecognized values falREFPOS, TRPOSN; only the first three
characters of the values are significant and solar systemti¢ns are as

specified in the ephemerides.

An orbital ephemeris file can instead be specified:

OBSORBIT — [string] The value field of this keyword
shall contain the character-string URI, URL, or the name of
an orbit ephemeris file.

The reader is cautioned that time scales and reference posi-

tions cannot be combined arbitrarily if one wants a clock tha Beware that only one set of coordinates is allowed in a given
runs linearly alREFPOS. Table[32 provides a summary of com-HDU. Cartesian ITRS coordinates are the preferred cootelina
patible combinationBARYCENTER shouldonly be used in con- system; however, when using these in an environment requir-
junction with time scaledDB andTCB andshouldbe the only ing nanosecond accuracy, one should take care to distimguis
reference position used with these time scales. With proper between meters consistent with TCG or with TT. If one uses
GEOCENTER, TOPOCENTER, andEMBARYCENTER are appropriate geodetic coordinates, the geodetic altitl@BSGEO-H is mea-

for the first ten time scales in Tab[e]l30. However, relatiwistsured with respect to the IAU 1976 ellipsoid which is defined
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as having a semi-major axis of 6378 140 m and an inverse flatlREFDIR — ([string] The value field of this keyword

tening of 298.2577. shall contain a character string composed of: the name of the
A non-standard location indicated BYSTOM mustbe spec- keyword containing the longitudinal coordinate, followed

ified in a manner similar to the specification of the observa- by a comma, followed by the name of the keyword con-

tory location (indicated byfTOPOCENTER). One should be care-  taining the latitudinal coordinate. This reference dii@ct

ful with the use of theCUSTOM value and not confuse it with shallapply to time coordinate axes in images as well.

TOPOCENTER, as use of the latter imparts additional information

on the provenance of the data. In binary tables dferent columnsnayrepresent completely
ITRS coordinates (X,Y,Z) may be derived from geodetic cdlifferent Time Coordinate Frames. However, also in that situ-
ordinates (L,B,H) throug,h:’ ation the condition holds that each column can have only one
Y Time Reference Direction. Hence, the following keyword may
X = (N(B) + H) cos() cos@®) overrideTREFDIR:
. TRDIRN— [string] The value field of this keyworshall contain
Y = (N(B) + H)sin(L) cos@®) a character string consisting of the name of the keyword or
_ column containing the longitudinal coordinate, followed b
Z = (N(B)(1- &) + H)sin(B) a comma, followed by the name of the keyword or column
containing the latitudinal coordinate. This referenceschr
where: tion shallapply to time coordinate axes in images as well.
a
N(B) =

9.2.5. Solar System Ephemeris
\J1- esird(B)

If applicable, the Solar System ephemeris used for calogjat
pathlength delayshouldbe identified. This is particularly per-

& =2f-f2 tinent when the time scale &B or TDB. The ephemerides that
are currently most often used are those from JPL (2014a,b).
a is the semi-major axis, and is the inverse of the in- The Solar System ephemeris used for the data (if required)

verse flattening. Nanosecond precision in timing requines t shall be indicated by the following keyword:
OBSGEO- [BLH] be expressed in a geodetic reference frame de-

fined after 1984 in order to be Siciently accurate. PLEPHEM — [string; default: 'DE405°] The value field
of this keyword shallcontain a character string that

shouldrepresent a recognized designation for the Solar
9.2.4. Time reference direction System ephemeris. Recognized designations for JPL Solar

If any pathlength corrections have been applied to the time _Srgsic:[nswlg ephemerides that are often used are listed in

stamps (i.e., if the reference position is FOPOCENTER for ob-
servational data), the reference direction that is usedlirutat-

ing the pathlength delaghouldbe provided in order to maintain Table 33: Valid solar systemphemerides

a proper analysis trail of the data. However, this is usefily o

if there is also information available on the location frorhexe Value Reference

the observation was made (the observatory location). Tieedi ~DE200°  |Standish[(1990); considered obsolete, but stillin use
tion will usually be provided in a spatial coordinate frarhatt 'DE405’ [Standish((1998); default

is already being used for the spatial metadata, althouglcin- 'DE421”  [Eolkner, et al..(2009)

ceivable that multiple spatial frames are involved, e ghesical 'DE430”  [Folkner, et al.l(2014)

ICRS coordinates for celestial positions, and Cartesiaf fek ~ 'DE431’  [Eolkner, etal.(2014)

spacecraft ephemeris. The time reference direction doelsyno _PE432"  [Folkner, et al.i(2014)

itself provide stficient information to perform a fully correct

transformation; however, within the context of a specifialgn Future ephemerides in this serigsallbe accepted and rec-

sis environment it should iice. ognized as they are released. Additional ephemeridesraesig
The uncertainty in the reference directioffiegts the errors tions may be recognized by the IAUFWG upon request.

in the time stamps. A typical example is provided by barygent

corrections where the time error is related to the positioore

9.3. Time unit

terr(Ms) < 2.4posr(arcsec) When recorded as a global keyword, the unit used to express

L time shall be specified by:
The reference direction is indicated through a referenap&

cific keywords. These keywordsayhold the reference direc- TIMEUNIT — [string; default:’s’] The value field of this key-
tion explicitly or (for data in BINTABLES) indicate columns  word shallcontain a character string that specifies the time
holding the coordinates. In event lists where the individua unit; the valueshouldbe one of those given in Talilel34. This
photons are tagged with a spatial position, those coorelinat time unitshall apply to all time instances and durations that
mayhave been used for the reference direction and the referencedo not have an implied time unit (such as is the case for JD,
will point to the columns containing these coordinate valdéde MJD, ISO-8601, J and B epochs). If this keyword is absent,
time reference directioshall be specified by the keyword: ’s’ shallbe assumed.
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In an appropriate context, e.g., when an image has a time axiss keyword #ects the values afSTART, andTSTOP, as well as
TIMEUNIT maybe overridden by th&UNITia keywords and any time pixel values in a binary table. However, this carcdtr
their binary table equivalents (see Tablé 22). mayonly be used in tables andust notbe used in images.
The specification of the time unit allows the values defined
in|Greisen & Calabretta (2002), shown in Tahblé 34, with the a
dition of the century. See also Selct]14.3 for generalitiesuab
units. The resolution of the time stamps (the width of the time sam-
pling function)shall be specified by:

8.4.2. Time resolution and binning

Table 34: Recommended time units ) ) ) )
TIMEDEL — [floating-point] The value field of this keyword

Value _ Definition shall contain the value of the time resolution in the units of
Py second (default) TIMEUNIT. This construct, when preseshall onlybe used
q’ day & 86,400 s) in tables andnust nobe used in images.

‘a’ Julian) year £ 365.25 d . . , . .
ey’ EJu”ang )c/enttfry(c 100 a)) In tables this may, for instance, be the size of the bins foeti

series data or the bit precision of the time stamp values.

When data are binned in time bins (or, as a special case,
events are tagged with a time stamp of finite precision) itnis i
'yr’  (Julian) year £ a = 365.25 d) portant to know to the position within the bin (or pixel) to ivh
'ta’  tropical year the time stamp refe_rs. Coordinate values normally cormxstpo
'Ba’  Besselian year to the center of all pixels (see Sdct.]8.2); yet clock reaslmg
effectively truncations, not rounded values, and thereforeeeo

) spond to the lower bound of the pixel.
The use ofta and Ba is not encouraged, but there are

data and applications that require the use of tropical years TIMEPIXR - [floating-point; default: 0.5] The value field of this
Besselian epochs (see Secfion 9.1.2). The length of thie#dop  keyword shall contain the value of the position within the
year,ta, in days is: pixel, from 0.0 to 1.0, to which the time-stamp refers. This
construct, when presestall onlybe used in tables amdust
notbe used in images.

The following values are also acceptable:
'min’  minute & 60 s)
'h’ day (= 86,400 s)

lta = 36524219040211236 0.00000615251349

-6.0921x 1071972 4+ 2.6525x 10720 T2 (d) A value of 0.0 may be more common in certain contexts, e.g.

. . . . . hen truncated clock readings are recorded, as is the case fo
whereT is in Julian centuries since J2000, using time scale TDgrmost all event lists g

The length of the Besselian year in daysiis:
1Ba= 3652421987817 0.00000785423 (d)

whereT is in Julian centuries since J1900, using time scale
although for these purposes thétdience with TDB is negligi-
ble.

9.4.3. Time errors

Efhe absolute time error is the equivalent of a systematirerr
shall be given by the following keyword:

Readers are cautioned that the subject of tropical anTIMSYER — [floating-point; default: 0.] The value field of this
Besselian years presents a particular quandary for thdfispec  keywordshall contain the value of the absolute time error, in
cation of standards. The expressions presented here arogie units of TIMESYS.

accurate available, but are applicable for use when cigpdtita _ . . .

files (which is strongly discouraged), rather than for iptet- 1hiS keywordmaybe overridden, in appropriate context (e.g.,
ing existing data that are based upon these units. But tierdif€ axes inimage arrays or table columns; bydb€ERia key-

no guarantee that the authors of the data applied theseartVords and their binary table equivalents (see Table 22).

lar definitions. Users are therefore advised to pay closetioin The relative time error specifies accuracy of the time stamps

and attempt to ascertain what the authors of the data reseiy.u relative to each other. This error will usually be much seall
than the absolute time error. This error is equivalent tcaoan

error, andshall be given by the following keyword:
9.4. Time offset, binning, and errors ) ) ) )
TIMRDER — [floating-point; default: 0.] The value field of this

9.4.1. Time offset keywordshall contain the value of the relative time error, i.e.
A uniform clock correction may be applied in bulk with thefol ~ the random error between time stamps, in unitSTESYS.

lowing single keyword. This keywordmaybe overridden, in appropriate context (e.g.,
; P . : time axes in image arrays or table columns; by@RBERia key-
TIMEOFFS — [floating-point; default: 0.0] The value field of o :
this keywordshallcontain the value of theftset in time WOrds and their binary table equivalents (see Table 22).
that shallbe added to the reference time, given by one of:
MIDREF, JDREF, or DATEREF. 9.5. Global time keywords

The time dfset may serve to set a zero-poifiiset to a rela- The time keywords in Table_B5 are likely to occur in headers
tive time series, allowing zero-relative times, or justhégpre- even when there are no time axes in the data. ExceiADE,
cision, in the time stamps. Its default value is zero. Theealf they provide the top-level temporal bounds of the data in the
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HDU. As noted before, they may also be implemented as talaled their binary table equivalents (see Tdble 22), alsesgmt
columns. Keywords not previously described are defineddgelo(binary) time values. They should be handled with the same ca

all are included in the summary Talplg 22. regarding precision when combining them with the time refer
ence value as any other time value.
Table 35: Keywords for global time values Finally, Julian and Besselian epochs (see Secfions]9.4.2 an
[©.3) maybe expressed by these two keywords — to be used
Keyword _ Notes with great caution, as their definitions are more complitated
DATE Defined in Secl. 4412 hence their use more prone to confusion:

DATE-0BS  Defined in Sect[4.4]12. Keyword value was not re- ) ) ] )
stricted to mean the start time of an observation, and JEPOCH — [floating-point] The value field of this keyword

has historically also been used to indicate some form  shall contain the value of the Julian epoch, with an implied
of mean observing date and time. To avoid ambiguity  time scale of TDB’.

USEDATE-BEG instead. BEPOCH — [floating-point] The value field of this keyword

DATE-BEG  Defined in this section. - . . .
DATE-AVG Defined in SectC8411. The method by which aver-  Shallcontain the value of the Besselian epoch, with an im-

age times should be calculated is not defined by this  Plied time scale of ET’.

Standard.
DATE-END Defined in this section. When these epochs are used as time stamps in a table column
MID-0BS  Defined in Secf 83 their interpretation will be clear from the context. Whea #ey-
MID-BEG  Defined in this section. words appear in the header without obvious context, thegt

MID-AVG  Defined in Sect 8.411. The method by which aver-pe regarded as equivalentsiafTE-0BS andMJD-0BS, i.e., with
age times should be calculated is not defined by thisyo fixed definition as to what part of the dataset they refer to.

Standard.
MJID-END Defined in this section.
TSTART Defined in this section. 9.6. Other time coordinate axes
TSTOP Defined in this section.

There are a few coordinate axes that are related to time and th
are accommodated in this standard: (tempgohBse timelag
DATE-BEG — [datetime] The value field of this keywordand frequency Phase results from folding a time series on a
shall contain a character string in ISO-8601 format that spegiven period, and can appear in parallel witime as an alter-
ifies the start time of data acquisition in the time systenespenate description of the same axis. Timelag is the coordioaite
ified by theTIMESYS keyword. cross- and auto-correlation spectra. The tempfegjuencyis
DATE-END — [datetime] The value field of this keywordthe Fourier transform equivalent of time and, particulathe

shall contain a character string in 1SO-8601 format that spef20rdinate axis of power spectra; spectra where the depende
ifies the stop time of data acquisitionin the time systemspe\“"m‘f"bIe is the electromagnetic field are excluded hereséat
ified by theTIMESYS keyword. Greisen et al.[ (2006). These coordinate aslesllbe specified

i ) : ) by giving CTYPEi and its binary table equivalents one of the val-
MID-BEG — [floating-point] The value field of this keyword ues:PHASE, TIMELAG, or FREQUENCY.

shall contain the value of the MJD start time of data acquisi- Timelag units are the regular time units, and the basic unit
tion in the time system specified by theMESYS keyword.  for frequency isiz. Neither of these two coordinates is a linear
MID-END — [floating-point] The value field of this keyword or scaled transformation of time, and therefore cannot apipe
shall contain the value of the MJD stop time of data acquisparallel with time as an alternate description. That is, @i
tion in the time system specified by tm&@MESYS keyword.  vector of values for an observable can be paired with a ceordi
TSTART — [floating-point] The value field of this keyword nate vector of time, or timelag, or frequency, but not withreno

shall contain the value of the start time of data acquisition iffa" One of these; the three coordinates are orthogonal. .
units of TIMEUNIT, relative toMJDREF, JDREF, Of DATEREF Phase can appear in parallel with time as an alternate gescri

andTIMEOFFS, in the time system specified by tHEMESYS tion of thg same axis. Phasballbe recorded in the following
keyword. keywords:

TSTOP — [floating-point] The value field of this keyword czpHsia — [floating-point] The value field of this keyword
shall contain the value of the stop time of data acquisition in  shall contain the value of the time at the zero point of a phase

units of TIMEUNIT, relative toMJDREF, JDREF, or DATEREF axis. Its unitanaybedeg, rad, or turn.
andTIMEOFFS, in the time system specified by tT@MESYS  CPERTia — [floating-point] The value field of this keyword, if
keyword. presenshall contain the value of the period of a phase axis.

This keyword can be used only if the period is a constant; if
The alternate-axis equivalent keywords for BINTABLES, that is not the case, this keywostiouldeither be absent or
DOBSN, MJDOBN, DAVGN, andMJDAN, as defined in Table22, are  set to zero.
also allowed. Note that of the above ofM§yTART andTSTOP are
relative to the time reference value. As in the case of the tisft  CZPHSia may instead appear in binary table form&zPHn,
erence value (see Section 912.2), the JD values superserte DACZPna, iCZPHN, andiCZPna. CPERIia may instead appear in
values, and MJD values supersede both, in cases where tonflilmary table formsTCPERN, TCPRna, iCPERN, andiCPRna. The
ing values are present. Phase, period and zero postiall be expressed in the globally
It should be noted that, although they do not represent globalid time reference frame and unit as defined by the global ke
time values within an HDU, th€RVALia andCDELTia keywords, words (or their defaults) in the header.
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9.7. Durations coordinate specified in a non-recognized time scale asstiraes

alue of the axis pixels or the column cells, optionally nfiedi

There is an extensive collection of header keywords that in%y applicable scaling ariar reference value keywords; see also
cate time durations, such as exposure times, but there arg M&actio 9211 '

pitfalls and subtleties that make this seemingly simplecept
treacherous. Because of their crucial role and common eye, k
words are defined below to record exposure and elapsed timed.8.2. Restrictions on alternate descriptions

XPOSURE — [floating-point] The value field of this keyword An image will have at most one time axis as identified by hav-

shall contain the value for theffective exposure duration foriNd the CTYPEI value of TIME or one of the values listed in

the data, corrected for dead time and lost time in the uniléPIel30. Consequently, as long as the axis is identifiedigiro

of TIMEUNIT. If the HDU contains multiple time slices, this¢TYPEI, there is no need to have axis number identification

valueshall be the total accumulated exposure time over g the global time-related keywords. It is expressly praad

slices. to specify more than one time reference position on this axis

. . i . for alternate time coordinate frames, since this would gise

TELAPSE — [floating-point] The value field of this keyword o complicated model-dependent non-linear relations eetw

shall contain the value for the amount of time elapsed, ihase frames. Hence, time scaf®® andTCB (Or ET, 10 its pre-

the units of TTMEUNIT, between the start and the end of thejsion) may be specified in the same image, but cannot be com-

observation or data siream. bined with any of the first nine time scales in Tablé 30; thase fi

. . ine can be expressed as linear transformations of each othe
Durationsmust notbe expressed in 1SO-8601 format, buFoo, provided the reference position remains unchangexe Ti
only as actual durations (i.e., numerical values) in thdésuof

e . scaleLOCAL is by itself, intended for simulations, and should
the specified time unit.

. not be mixed with any of the others.
Good-Time-Interval (GTI) tables are common for exposures Y

with gaps in them, particularly photon-event files, as theken
it possible to distinguish time intervals with “no signatéeted” 9.8.3. Image time axes

from “no data taken.” GTI tables in BINTABLE extensions : . . :
mustcontain two mandatory columnsSTART and STOP, and Sectior 8.2 requires keyword8VALia to be numeric and they

maycontain one optional columMEIGHT. The first two define ¢@NNOtbe expressed in ISO-8601 format. Thereforeégsired

the interval, the third, with a value between 0 and 1, theityual that CR_VALia co_ntain the ela_psed 'gime_in unit_s .NMEUNIT or
of the intervali.e., a weight of 0 indicates Bad-Time-Interval. CUNITia, even if the zero point of time is specified DYTEREF.

WEIGHT has a default value of 1. Any time interval not coverel] the image does not use a matrix for scaling, rotation and
in the table shall be considered to have a weight of zero. shear (Greisen & Ca_llabr_etta 200Z]ELTia provides _the nu-
meric value for the time interval. If theC form of scaling, ro-

tation and shear (Greisen & Calabretta 2002) is uSpaL.Tia

9.8. Recommended best practices provides the numeric value for the time interval, ®4d j, where
. S . . i = j = the index of the time axis (in the typical case of an im-
The following guidelines should be helpful in creating dattad- age cube with axis 3 being time,= | = 3) would take the

ucts with a complete and correct time rCPIGGEEERLIoN. exact value 1, the default (Greisen & Calabretta 2002). When

the CDi_j form of mapping is used;Di_j provides the numeric
: value for the time interval. If one of the axes is time and the
recommendeh all HDUs. matrix form is used, then the treatment of #@&_ja (or CDi_ja)

— One or more of the informational keywor@sTE-xxxx T . .
andor MID-xxxx shouldbe present in all HDUs whenever aTmatrlces involves at least a Minkowsky metric and Lorerdns-

meaningful value can be determined. This also applies, e_8_rmat|ons (as contrasted with Euclidean and Galilean).
to catalogs derived from data collected over a well-defined
time range.
— The global keyword IMESYS is strongly recommended
— The global keyword¥JDREF or JDREF or DATEREF arerec- Minimizing data volume is important in many contexts, pati
ommended ularly for publishers of large astronomical data collectioThe
— The remaining informational and global keywost®uldbe following sections describe compressed representatibdata
present whenever applicable. in FITS images and BINTABLES that preserve metadata and
— All context-specific keywordshall be present as needed andillow for full or partial extraction of the original data asces-
required by the context of the data. sary. The resulting FITS file structure is independent ofsihe-
cific data compression algorithm employed. The impleménat
details for some compression algorithms that are widehduse
in astronomy are defined in SeCti 0.4, but other compression
For reference to the keywords that are discussed here, bée Téechnigues could also be supported. See the FITS convétion
[22. The globally applicable keywords listed in section Bhud t White et al. ((2013) for details of the compression technsgbat
table serve as default values for the correspondingndTC* beware that the specifications in this Standsindll supersede
keywords in that same section, but only when axis and colurtimse in the registered convention.
specifications (including alternate coordinate defingjonse a Compression of FITS files can be beneficial for sites that
time scale listed in Table_BO or when the correspondiffPE  store or distribute large quantities of data; the preseciice
or TTYPE keywords are set to the valU&IME’. Any alternate provides a standard framework that addresses such neeids- As

— The presence of the informatiorTTE keyword isstrongly

10. Representations of compressed data

9.8.1. Global keywords and overrides
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plementation of compressifitecompression codes can be quite value of the correspondingAXISn keywords (i.e., the size

complex, not all FITS reading and writing software is neaess
ily expected to support these capabilities. Externaltigdiare
available to compress and uncompress FITS lles

of axisn) in the uncompressed FITS image.

The comment fields for th8ITPIX, NAXIS, and NAXISn

keywords in the uncompressed imagfgouldbe copied to the

10.1. Tiled Image Compression

The following describes the process for
n—-dimensional FITS images and storing the resulting by
stream in a variable-length column in a FITS binary table an

corresponding fields in th@BITPIX, ZNAXIS, and ZNAXISn
keywords.

compressing
%%.1.2. Other Reserved Keywords

for preserving the image header keywords in the table headitie compressed image tilesustbe stored in the binary table
The general principle is to first divide tme-dimensional image in the same order that the first pixel in each tile appearseén th
into a rectangular grid of subimages or “tiles.” Each tiléhien FITS image; the tile containing the first pixel in the imagast
compressed as a block of data, and the resulting compresapdear in the first row of the table, and the tile containing th
byte stream is stored in a row of a variable length column last pixel in the imagenustappear in the last row of the binary

a FITS binary table (see Sectionl7.3). By dividing the imagable. The following keywords are reserved for use in déscri
into tiles it is possible to extract and uncompress subsesti ing compressed images stored in BINTABLE extensions; they
of the image without having to uncompress the whole imageaybe present in the header, and their values depend upon the
The default tiling pattern treats each row of a 2-dimendiontype of image compression employed.

image (or higher dimensional cube) as a tile, such that each

tile containsNAXIS1 pixels. This default may not be optimal zTILEn — [integer; indexed; default: 1 far > 1] The value

for some applications or compression algorithms, so angroth

field of these keywords (whereis a positive integer index

rectangular tiling pattern may be defined using keywords tha that ranges from 1 tBNAXIS) shall contain a positive integer

are defined below. In the case of relatively small images i ma

representing the number of pixels along axief the com-

sufice to compress the entire image as a single tile, resulting pressed tiles. Each tile of pixetsustbe compressed sepa-

in an output binary table with a single row. In the case of

rately and stored in a row of a variable-length vector column

3-dimensional data cubes, it may be advantageous to treatin the binary table. The size of each image dimension (given

each plane of the cube as a separate tile if application aoftw
typically needs to access the cube on a plane-by-plane basis

10.1.1. Required Keywords
In addition to the mandatory keywords for BINTABLE exten-

by ZNAXISn) need not be an integer multiple BTILEn, and

if it is not, then the last tile along that dimension of the im-
age will contain fewer image pixels than the other tileshé t
ZTILEn keywords are not present then the default “row-by-
row” tiling will be assumed, i.e.ZTILE1 = ZNAXIS1, and
the value of all the otheZTILEn keywordsmustequal 1.

sions (see Sedf. 7.3.1) the following keywords are reseiwed znaMEi — [string; indexed; default: none] The value field of

use in the header of a FITS binary table extension to desttrébe
structure of a valid compressed FITS image. All are mangator

ZIMAGE - [logical; value’T’] The value field of this keyword
shall contain the logical valuéT’ to indicate that the FITS

these keywords (whereis a positive integer index start-
ing with 1) shall supply the names of up to 999 algorithm-
specific parameters that are needed to compress or uncom-
press the image. The order of the compression parameters
maybe significant, anthaybe defined as part of the descrip-

binary table extension contains a compressed image, and tha tion of the specific decompression algorithm.
logically this extensiorshouldbe interpreted as an image zyaj — [string; indexed; default: none] The value field of these

rather than a table.
ZCMPTYPE — [string; default: none] The value field of this key-

keywords (where is a positive integer index starting with
1) shallcontain the values of up to 999 algorithm-specific

word shall contain a character string giving the name of the parameters with the same indexThe value ofZVALi may
algorithm that was used to compress the image. Only the val- have any valid FITS data type.

ues given in Table 36 are permitted; the corresponding algoyaskcrp — [string; default: none] The value field of this key-
rithms are described in SeEt. 10.4. Other algorithms may be \yord shall contain the name of the image compression al-

added in the future.

ZBITPIX — [integer; default: none] The value field of this key-
word shallcontain an integer that gives the value of the
BITPIX keyword in the uncompressed FITS image.

ZNAXIS — [integer; default: none] The value field of this key-
word shallcontain an integer that gives the value of the
NAXIS keyword (i.e., the number of axes) in the uncom-
pressed FITS image.

ZNAXISn — [integer; indexed; default: none) The value field of
these keywordshall contain a positive integer that gives the

16 e.g. fpack/funpack, seehttps://heasarc.gsfc.nasa.gov/
fitsio/fpack/
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gorithm that was used to compress the optional null-pixel
data mask. This keyword may be omitted if no null-pixel data
masks appear in the table. See Ject. 1D.2.2 for details.

ZQUANTIZ — [string; default’ NO_DITHER’] The value field of

this keywordshall contain the name of the algorithm that
was used to quantize floating-point image pixels into inte-
ger values, which were then passed to the compression al-
gorithm as discussed further in Sect. 10.2. If this keyword
is not present, the default is to assume that no dithering was
applied during quantization.

ZDITHERGO — [integer; default: none] The value field of this key-

word shall contain a positive integer (that may range from 1
to 10000 inclusive) that gives the seed value for the random


https://heasarc.gsfc.nasa.gov/fitsio/fpack/
https://heasarc.gsfc.nasa.gov/fitsio/fpack/
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dithering pattern that was used when quantizing the floatinble is not significant. One of the table columns descrilges o
point pixel values. This keywomhaybe absent if no dither- tional content; but when this column appeamniistbe used as

ing was applied. See Selct. 10.2 for further discussion.

The following keywords are reserved to preserve a verbat
copy of thevalue and comment fieldsr keywords in the origi-

defined in this section. The column names (given byItiEPEN
keyword) are reserved; they are shown here in upper caseslett
{0t case is not significant.

nal uncompressed FITS image that were used to describe-its stoMPRESSED_DATA — [required; variable-length] Each row of

ructure. These optional keywords, when presehéll be used
when reconstructing an identical copy of the original FITSU
of the uncompressed image. The&hould noappear in the com-

this columnmustcontain the byte stream that is generated
as a result of compressing the corresponding image tile. The
data type of the column (as given by thEORMNn keyword)

pressed image header unless the corresponding keyworés wer mystbe one of 1PB’, *1PI’, or’1PJ’ (or the equivalent

present in the uncompressed image.

ZSIMPLE — [logical; value’T’] The value field of this keyword
mustcontain the value of the origin&IMPLE keyword in the
uncompressed image.

ZEXTEND — [string] The value field of this keyworthustcon-

"1QB’, ’1QI’, or’1QJ’), depending on whether the com-
pression algorithm generates an output stream of 8-bisbyte
or integers of 16-, or 32-bits.

When using the quantization method to compress floating-

point images that is described in Sdct. 10.2, it sometimes ma

tain the value of the origin@XTEND keyword in the uncom- not be possible to quantize some of the tiles (e.g., if thgead

pressed image.
ZBLOCKED — [logical] The value field of this keywonshustcon-

pixels values is too large or if most of the pixels have theesam
value and hence the calculated RMS noise level in the tile is

tain the value of the originaBLOCKED keyword in the un- close to zero). There also may be other rare cases wherertie no

compressed image.

ZTENSION — [string] The value field of this keywonshustcon-
tain the originalXTENSION keyword in the uncompressed
image.

ZPCOUNT - [integer] The value field of this keywordustcon-
tain the originalPCOUNT keyword in the uncompressed im-
age.

ZGCOUNT - [integer] The value field of this keywordustcon-
tain the originalGCOUNT keyword in the uncompressed im-
age.

ZHECKSUM — [string] The value field of this keywonshustcon-
tain the originaCHECKSUM keyword (see Sedt. 4.4.2.7) in the
uncompressed image.

ZDATASUM — [string] The value field of this keywonshustcon-

inal compression algorithm cannot be applied to certa@stiln
these cases, an alternate techniauzgrbe used in which the raw
pixel values are losslessly compressed with the GZIP alyuri

GZIP_COMPRESSED_DATA [optional; variable-length] If the raw

pixel values in an image tile are losslessly compressed with
the GZIP algorithm, the resulting byte streamistbe stored

in this column (with a’ 1PB’ or ' 1QB’ variable-length ar-
ray column format). The correspondi@QMPRESSED DATA
column for these tilesnustcontain a null pointer (i.e., the
pair of integers that constitute the descriptor for the goiu
mustboth have the value zero: see SEct. 7.3.5).

The compressed data columns described abmsguse ei-

therthe’ 1P’ or ’ 1Q’ variable-length array FITS column format
if the size of the heap in the compressed FITS file B1 GB. If

tain the originaDATASUM keyword (see Sedt, 4.4.2.7) in thehe the heap is larger than 2.1 GB, then thq’ format (which

uncompressed image.

uses 64-bit pointerghustbe used.

When using the optional quantization method described in

The ZSIMPLE, ZEXTEND, andZBLOCKED keywordsmust not  Sect.[TO.R to compress floating-point images, the following
be used unless the original uncompressed image was camhtaig@lumns areequired

in the primary array of a FITS file. ThRETENSION, ZPCOUNT,

andZGCOUNT keywordsmust notbe used unless the original un- ZSCALE — [floating-point; optional] This columshallbe used

compressed image was contained in an IMAGE extension.
The FITS header of the compressed imaggy contain other

keywords. If a FITS primary array or IMAGE extension is com-

pressed using the procedure described heresitasgly recom-

mendedhat all the keywords (including comment fields) in the

header of the original image, except for the mandatory kege/o

to contain linear scale factors that, along WAIZERO, trans-
form the floating-point pixel values in each tile to integers
via,

Fi — ZZERO)

I = round(
ZSCALE

(12)

mentioned above, be copied verbatim and in the same order int wherel; andF; are the integer and (original) floating-point

the header of the binary table extension that contains the co

values of the image pixels, respectively andtband func-

pressed image. All these keywords will have the same mean- tion rounds the result to the nearest integer value.

ing and interpretation as they did in the original image newe
cases where the keyword is not normally expected to occhein t
header of a binary table extension (e.g., BSEALE andBZERO

keywords, or the World Coordinate System keywords such as

CTYPEN, CRPIXn andCRVALN).

ZZERO — [floating-point; optional] This columshall be used to

contain zero point fisets that are used to scale the floating-
point pixel values in each tile to integers via Eql 12.

Do not confuse th&SCALE and ZZERO columns with the

BSCALE andBZERO keywords (defined in Se¢i.4.4.2) which may

10.1.3. Table Columns

be present in integer FITS images. Any such integer images

should normally be compressed without any further scaking,
Two columns in the FITS binary table are defined below to cotheBSCALE andBZERO keywordsshouldbe copied verbatim into
tain the compressed image tiles; the order of the columrtsein the header of the binary table containing the compressegdma
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Some images contain undefined pixel values; in uncomiven bylog,(Q) + 1.792. Q results directly related to the com-
pressed floating-point images these pixels have an IEEE Nphessed file size: decreasing Q by a factor of 2 will decrease
value. However, these pixel values will be altered whengisitthe file size by about 1 Bjtixel. In order to achieve the great-
the quantization method described in S&ct. 110.2 to compress amount of compression, one should use the smallest value
floating-point images. The value of the undefined pixeég/be of Q that still preserves the required amount of photomeimnit
preserved in the following way. astrometric precision in the image. Image quality will réma

comparable regardless of the noise level.

ZBLANK — [integer; optional] When present, this column A potential problem when applying this scaling method to
shallbe used to store the integer value that represents wstronomical images, in particular, is that it can lead tpshesn-
defined pixels in the scaled integer array. Teeommended atic bias in the measured intensities in faint parts of thagen
value forZBLANK is —2147483648, the largest negative 32As the image is quantized more coarsely, the measured itytens
bit integer. If the same null value is used in every tile of thef the background regions of the sky will tend to be biased to-
image, therZBLANK maybe given in a header keyword in-wards the nearest quantize level. One vefgaive technique
stead of a table column; if both a keyword and a table colunfior minimizing this potential bias is tditherthe quantized pixel
namedZBLANK are present, the values in the table columwalues by introducing random noise during the quantizgiron
mustbe used. If there are no undefined pixels in the imagess. So instead of simply scaling every pixel value in tmeesa
thenZBLANK is not requiredto be present either as a tablavay using Eq_I2, the quantized levels are randomized byusin

column or a keyword. this slightly modified equation:
If the uncompressed image has an integer data type round( Fi — ZZERO +R - 0.5) (13)
(ZBITPIX > 0) then the value of undefined pixels is given by the ZSCALE

BLANK keyword (see Secl. 3.3), whighouldbe used instead \yhereR. is a random number between 0.0 and 1.0, and 0.5 is

of ZBLANK. When using some compression techniques that dpiracted so that the mean quantity equals 0. Then regtien
not exactly preserve integer pixel values, it may be necg$sa fiqating-point value, the sam@ is used with the inverse for-
store the location of the undefined pixels prior to cOmpreEssi 1 yia:

the image. The locatiomeaybe stored in an image mask, which
mustitself be compressed and stored in a table column with tif¢ = ((I; — R} + 0.5) * ZSCALE) + ZZERO (24)
following definition. See Sedf.10.2.2 for more details. . o ) o
This “subtractive dithering” technique has théeet of dithering
NULL_PIXEL MASK — [integer array; optional] When presentthe zero-point of the quantization grid on a pixel by pixesisa
this columnshallbe used to store, in compressed form, aithout adding any actual noise to the image. The fietoe of
image mask with the same original dimensions as the uiis is that the mean (and median) pixel value in faint region
compressed image, that records the location of the undefidghe image more closely approximate the value in the origi-
pixels. The process defined in Sdck._10.¢h2llbe used to hal unquantized image than if all the pixels are scaled witho
construct the compressed pixel mask. dithering.
The key requirement when using this subtractive dithering
Additional columnsmaybe present in the table to supplytechnique is thathe exact same random number sequemast
other parameters that relate to each image tile. Howevesgethbe used when quantizing the pixel values to integers, anchwhe

parametershould notbe recorded in the image HDU when thdestoring them to floating point values. While most computer
uncompressed image is restored. languages supply a function for generating random numbers,

these functions are not guaranteed to generate the sanensequ
o ) 4 of numbers every time. An algorithm for generating a repaata
10.2. Quantization of Floating-Point Data sequence of pseudo random numbers is given in App&hdixsl; thi

While floating-point format images may be losslessly condlgorithmmustbe used when applying a subtractive dither.

pressed, noisy images often do not compress very well. Highe

compression can only be achieved by removing some of thig 2 1. Dithering Algorithms

noise without losing the useful information content. Oneneo )

monly used technique for reducing the noise is to scale th&€ ZQUANTIZ keyword, if presentmusthave one of the fol-

floating-point values into quantized integers using [Eq.aif 0wing values to indicate the type of quantization, if arhatt

using theZSCALE and ZZERO columns to record the two scal-Was applied to the floating-point image for compression:

ing codficients that are used for each tile. Note that the absence L i i

of these two columns in a tile-compressed floating-poingiena NO-DITHER — No dithering was performed; the floating-point

is an indication that the image was not scaled and was insteadPiXelS were simply quantized using EQ.]112. This option

losslessly compressed. shallbe assumed if th2QUANTIZ key_word is not present in
An effective scaling algorithm for preserving a speci- the header of the compressed floating-point image.

fied amount of noise in each pixel value is described bySUBTRACTIVE DITHER 1 - The basic subtractive dithering was

White & Greenfield|(1999) and hy Pence et al. (2009). With this performed, the algorithm for which is described below. Note

method, the ZSCALE value (which is numerically equal to the that an image quantized using this technique can still be un-

spacing between adjacent quantization levels) is cakedikatbe quantized using the simple linear scaling function given by

some fraction, Q, of the RMS noise as measured in background Eq.[12, at the cost of introducing slightly more noise in the

regions of the image. Pence et al. (2009) shows that the numbe image than if the full subtractive dithering algorithm were

of binary bits of noise that are preserved in each pixel vidue  applied.
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SUBTRACTIVE DITHER 2 — This dithering algorithm is identi- 7. Write  the = compressed  bytestream into the
cal to that forSUBTRACTIVE DITHER.1, except that any pix- COMPRESSED DATA column in the appropriate row of
els in the floating-point image that are exactly equal to 0.0 the binary table corresponding to that tile.
are represented by the reserved vah2447483647 in the 8. Write the linear scaling and zero point values that weeglus
guantized integer array. When the image is subsequently un-in Eq.[I3 for that tile into th&SCALE andZZERO columns,
compressed and unscaled, these pixelst berestored to respectively, in the same row of the binary table.
their original value of 0.0. This dithering option is useful 9. Repeat Steps 4 through 8 for each tile of the image.
the zero-valued pixels have special significance to the data

ggfﬂﬁﬁ:rzgﬂware, so that the value of these pi tnot 10.2.2. Preserving undefined pixels with lossy compression

nThe undefined pixels in integer images are flagged by a regerve
BLANK value and will be preserved if a lossless compression al-
) o N gorithm is used.ZBLANK is used for undefined pixels in floating-
1. Generate a sequence of 10000 single-precision floabiiy-p point images.) If the image is compressed with a lossy atlyor;
random numbers, RN, with a value between 0.0 and 1en some other technique must be used to identify the uretkfin
Since it could be computationally expensive to generatepiels in the image. In this case it iscommendethat the un-

unique random number for every pixel of large images, Sifgefined pixels be recorded with the following procedure:
ply cycle through this look-up table of random numbers.

2. Choose an integer in the range 1 to 10000 to serve as anCreate an integer data mask with the same dimensions as the
initial seed value for creating a unique sequence of random image tile
numbers from the array that was calculated in the previods For each undefined pixel in the image, set the correspgndin
step. The purpose of this is to reduce the chances of apply- mask pixels to 1 and all the other pixels to 0.
ing the same dithering pattern to two images that are suB: Compress the mask array using a lossless algorithm such as
sequently subtracted from each other (or co-added), becaus PLIO or GZIP, and record the name of that algorithm with
the benefits of randomized dithering are lost if all the mxel  the keywordZMASKCMP.
are dithered in phase with each other. The exact method fér Store the compressed byte stream in a variable-lengily arr
computing this seed integer is not important as long as the column called’ NULL_PIXEL MASK’ in the table row corre-
value is chosen more or less randomly. sponding to that image tile.

3. Write the integer seed value that was selected in thequisvi ) )
step as the value of trBDITHER® keyword in the header of ~ The data mask array pixehouldhave the shortest integer
the compressed image. This value is required to recomp@gia type that is supported by the compression algorithen (i.
the same dithering pattern when uncompressing the imagéisually 8-bit bytes). When uncompressing the image tile, th

4. Before quantizing each tile of the floating point image; casoftwaremustcheck if the corresponding compressed data mask
culate an initial value for two fiset parameterdp andl,, €Xists with a length greater than 0, and if so, uncompress the

The process for generating a subtractive dither for a flgati
pointimage is the following:

with the following formulae: mask and set the corresponding undefined pixels in the image
array to the value given by ttBLANK keyword.
lo = modNge — 1 + ZDITHER®, 10000) as) Y gven by yw
I1 = INT(RN(lp) = 500) (16)

) ] ) i 10.3. Tiled Table Compression
whereN;e is the row number in the binary table that is used

to store the compressed bytes for that GHIRITHERO is that The following section describes the process for comprgssin
value of that keyword, and RIN{) is the value of thég‘ ran- the content of BINTABLE columns. Some additional details of
dom number in the sequence that was computed in the fildNTABLE compression may be found in Pence €t al. (2013),
step. Note thaty has a value in the range 0 to 9999 dnd but the_ specifications in this Standashall supersede those in
has a value in the range 0 to 499. This method for computititg registered convention. The uncompressed table mayhbe su
lo andl; was chosen so that affirent sequence of randomdivided into tiles, each containing a subset of rows, theshea
numbers is used to compress successive tiles in the imag@umn of data within each tile is extracted, compressed, an
and so that the sequence lgfvalues has a length of orderstored as a variable-length array of bytes in the output com-
100 million elements before repeating. pressed table. The header keywords from the uncompressed ta

5. Now quantize each floating-point pixel in the tile usingle, with only a few limited exceptionshallbe copied verba-
Eq.[I3 and using random number RN(for the first pixel. tim to the header of the compressed table. The compressed tab
Increment the value of; for each subsequent pixel in themustitself be a valid FITS binary table (albeit one where the

tile. If I, reaches the upper limit of 500, then increment theontents cannot be interpreted without uncompressingdhe c
value ofly and recomputé; from Eq.[I8. Ifly also reaches tents) that contains the same number and order of columns as

the upper limit of 10000, then reskitto 0. in the uncompressed table, and that contains one row for each

If the floating-point pixel has an IEEE NaN value, then it idile of rows in the uncompressed table. Only the compression
not quantized or dithered but instead is set to the resen@gorithms specified in Se¢t. 10.B.5 are permitted.
integer value specified by tt#BLANK keyword. For consis-
tency, the value of; should also be incremented in this cas
even though it is not used.

6. Compress the array of quantized integers using the ksssl&/ith only a few exceptions noted below, all the keywords and
algorithm that is specified by theCMPTYPE keyword (use corresponding comment fields from the uncompressed table
RICE_1 by default). mustbe copied verbatim, in order, into the header of the com-

%0.3.1. Required Keywords
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pressed table. Note in particular that the values of thevede 10.3.2. Procedure for Table Compression

column descriptor keyword& YPEn, TUNITN, TSCALN, TZERON,
TNULLN, TDISPn, andTDIMn, as well as all the column-specific
WCS keywords defined in the FITS standandust have the

The procedure for compressing a FITS binary table consfsts o
the following sequence of steps:

same values and data types in both the original and in the com- pivide table into tiles (optional)

pressed table, with the understanding that these keywplg a
to the uncompressed data values.

The only keywords thatust notbe copied verbatim from

In order to limit the amount of data that must be managed
at one time, large FITS tablesaybe divided into tiles, each
containing the same number of rows (except for the last tile

the uncompressed table header to the compressed tabler head&vhichmaycontain fewer rows). Each tile of the table is com-

are the mandator§AXIS1, NAXIS2, PCOUNT, andTFORMn key-
words, and the option@HECKSUM, DATASUM (see Secf. 4.4.2.7),

pressed in order and each is stored in a single row in the out-
put compressed table. There is no fixed upper limit on the al-

andTHEAP keywords. These keywords must necessarily describe lowed tile size, but for practical purposes itrecommended

the contents and structure of the compressed table itsed. T

that it not exceed 100 MB.

original values of these keywords in the uncompressed tab#e Decompose each tile into the component columns

mustbe stored in a new set of reserved keywords in the com-

FITS binary tables are physically stored in row-by-row se-

pressed table header. Note that there is no need to preserve guential order, such that the data values for the first row in

copy of theGCOUNT keyword because the value is always equal
to 1 for BINTABLES. The complete set of keywords that have a
reserved meaning within a tile-compressed binary tablgiges
below:

ZTABLE — [logical; value:’ T’] The value field of this keyword
shallbe T’ to indicate that the FITS binary table extension
contains a compressed BINTABLE, and that logically this

extensionshouldbe interpreted as a tile-compressed binarg.

table.

ZNAXIS1 — [integer; default: none] The value field of this key-
word shallcontain an integer that gives the value of the
NAXIS1 keyword in the original uncompressed FITS table

header. This represents the width in bytes of each row in the

uncompressed table.
ZNAXIS2 — [integer; default: none] The value field of this key-

word shallcontain an integer that gives the value of the™

NAXIS2 keyword in the original uncompressed FITS table

header. This represents the number of rows in the uncom-

pressed table.

ZPCOUNT - [integer; default: none] The value field of this key-
word shallcontain an integer that gives the value of the
PCOUNT keyword in the original uncompressed FITS table
header.

ZFORMN — [string; indexed; default: none] The value field of
these keywordshall contain the character string values of
the correspondin@FORMN keywords that defines the data
type of columm in the original uncompressed FITS table.

ZCTYPn — [string; indexed; default: none] The value field
of these keywordshallcontain the character string value

mnemonic hame of the algorithm that was used to compress

each column are followed by the values in the second row,
and so on (see Se¢f._7.8.3). Because adjacent columns in
binary tables can contain very non-homogeneous types of
data, it can be challenging tdheiently compress the native
stream of bytes in the FITS tables. For this reason, the table
is first decomposed into its component columns, and then
each column of data is compressed separately. This also al-
lows one to choose the modtieient compression algorithm

for each column.

Compress each column of data

Each column of datanustbe compressed with one of the
lossless compression algorithms described in $ect] 10.4. |
the table is divided into tiles, then the same compression al
gorithm mustbe applied to a given column in every tile. In
the case of variable-length array columns (where the data
are stored in the table heap: see Ject. 17.3.5), each individu
variable length vectamustbe compressed separately.

Store the compressed bytes

The compressed stream of bytes for each colunustbe
written into the corresponding column in the output table.
The compressed tableust have exactly the same num-
ber and order of columns as the input table, however the
data type of the columns in the output table will all have a
variable-length byte data type, willfORMn = ’1QB’.Each

row in the compressed table corresponds to a tile of rows in
the uncompressed table.

In the case of variable-length array columns, the array of
descriptors that point to each compressed variable-length
array, as well as the array of descriptors from the input
uncompressed tablequstalso be compressed and written
into the corresponding column in the compressed table. See
Sect[10.316 for more details.

columnn of the table. The only permitted values are given inp.3.3. Compression Directive Keywords

Sect[10.3]5, and the corresponding algorithms are destrib
in Sec{10.4.

The following compression-directive keywords, if presierthe

) ' . header of the table to be compressed, are reserved to provide
ZTILELEN — [mteger;_defal_JIt: none] The Va'“e field of this idance to the compression soFf)tware on how the table slhmguld
keywordshall contain an integer representing the ”“mbe.r ompressed. The compression softwsineuldattempt to obey
rows of data from the original binary table that are contdingy, oo girectives, but if that is not possible the softwarg dis-
in each tile of the compressed table. The number of ro égard them and use an appropriate alternative. These kdgwo

In th_e last t|Ie_may be I_ess than in the previous t|Ie_s. No e optional, but must be used as specified below.
that if the entire table is compressed as a single tile, then

the compressed table will only contains a single row, and the FzTILELN — [integer] The value field of this keyword
ZTILELEN andZNAXIS2 keywords will have the same value.  shallcontain an integer that specifies the requested number
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of table rows in each tile which are to be compressed asla For each VLA in the column:

group. — Read the array from the input table and compress it using
— FZALGOR — [string] The value field of this keyword the. algorithm speciﬁed b¥CTYP for this VLA column.

shallcontain a character string giving the mnemonic name — Write the resulting bytestream to the heap of the com-

of the algorithm that is requested to be used by default to ~ Pressed table.

compress every column in the table. The permitted values — Storé (or append) the descriptors to the compressed
are given in Sec[_10.3.5. bytestream (whicmustbe 64-bit Q-type) in a temporary

— FZALGn — [string; indexed] The value fields of these key- 4 i
wordsshall contain a character string giving the mnemonic- APPeénd the VLA descriptors from the uncompressed table
name of the algorithm that is requested to compress column (Whichmaybe either Q-type or P-type) to the temporary ar-
n of the table. The current allowed values are the same as for @Y 0f VLA descriptors for the compressed table.
the FZALGOR keyword. TheFZALGn keyword takes prece- 3. Compress the combined array of descriptors uszitp_1,
dence oveFZALGOR in determining which algorithm to use - and write that byte stream into the corresponding VLA col-
for a particular column if both keywords are present. umn in the output table, so that the compressed array is ap-

pended to the heap.

10.3.4. Other Reserved Keywords When uncompressing a VLA column, two stages of uncom-
The following keywords are reserved to store a verbatim copyessionmustbe performed in order:

of the value and comment fields for specific keywords in th?[ . . .
original uncompressed BINTABLE. These keywords, if présent: Uncompress the combined array of descriptors using the
shouldbe used to reconstruct an identical copy of the uncom- 921P algorithm.

pressed BINTABLE, anghould notappear in the compressed2. For each descriptor to a compressed array:

table header unless the corresponding keywords were jiiesen  — Read the compressed VLA from the compressed ta-

the uncompressed BINTABLE. ble and uncompress it using the algorithm specified by
ZCTYP for this VLA column.

ZTHEAP — [integer; default: none] The value field of this key-  — Write it to the correct location in the uncompressed table.

word shallcontain an integer that gives the value of the
THEAP keyword if present in the original uncompressed FIT
table header.

ZHECKSUM — [string; default: none] The value field of this key-
word shallcontain a character string that gives the value dfable 36: Valid mnemonic values for tZ€MPTYPE andZCTYPn
the CHECKSUM keyword (see Sedi. 4.4.2.7) in the original unkeywords
compressed FITS HDU.

?0.4. Compression Algorithms

ZDATASUM — [string; default: none] The value field of this key-_Value Sect.  Compression Type

word shallcontain a character that gives the value of the RICE-1’ 1o.4.1 Ruceglgor_lthm ;orhlnteger datla h

DATASUM keyword (see Sedf.Z.4.2.7) in the original uncom- ®#F-1 1022 ;(c)ijlL?f?;ng goéineg LIZ;Z da i?]orgnr:

pressed FITS HDU. GZIP

'GZIP.2’ 042 Like *GzIP_1’, but with reshtiled
. . pixel values

10.3.5. Supported Compression Algorithms for Tables 'PLIOL’ M0Z3 IRAF PLIO algorithm for integer data
The permitted algorithms for compressing BINTABLE columns 'HCOMPRESS.1"  [I0.4.4  H-compress algorithm for 2-D images
are RICE_1, GZIP_1, and GZIP-2 (plus NOCOMPRESS), which _NOCOMPRESS The HDU remains uncompressed

are lossless and are described in §ect.]10.4. Lossy congress

could be allowed in the future once a process is defined to pre- The name of the permitted algorithms for compressing FITS
serve the details of the compression. HDUs, as recorded in th@CMPTYPE keyword, are listed in
Table [36; if other types are later supported, theyst be
registered with the IAUFWG to reserve the keyword values.
Keywords for the parameters of supported compression algo-

Compression of BINTABLE tiles that contain variable-lemgt-  fithms have also been reserved, and are described with each
ray (VLA) columns requires special consideration becahse talgorithm in the subsections below. If alternative comgies
array values in these columns are not stored directly inahiet algorithms require keywords beyond those defined below, the
but are instead stored in a data heap which follows the mhia tamustalso be registered with the IAUFWG to reserve the associ-
(see SecE_7.3.5). The VLA columnin the original, uncompees ated keyword names.

table only contains descriptors, which are composed of two i
tegers that give the size and location of the arrays in the.he
When uncompressing, these descriptor values will be neiede
write the uncompressed VLAs back into the same locationen thVhen ZCMPTYPE = ’RICE_1’ the Rice algorithm|(Rice et al.
heap as in the original uncompressed table. Thus, the fitpw|1993) shallbe used for data (de)compression. When selected,
processmustbe followed, in order, when compressing a VLAthe keywords in Table_33houldalso appear in the header with
column within a tile: one of the values indicated. If these keywords are absesr, th

10.3.6. Compressing Variable-Length Array Columns

0.4.1. Rice compression
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their default valuesnustbe used. The Rice algorithm is loss-12 bits; thereforé PLIO_1’ mustonly be used for integer image
less, but can only be applied to integer-valued arraysffére types with values between 0 antf2
a significant performance advantage over the other comipress The compressed line lists are stored as variable lengthisarra
techniques (see White et al. 2013). of type short integer (16 bits per list element), regardidshe
mask depth. A line list consists of a series of simple instons
Table 37: Keyword parameters for Rice compression ~ Which are executed in sequence to reconstruct a line of tise.ma
Each 16 bit instruction consists of the sign bit (not usedhyee

Values bit opcode, and twelve bits of data, i.e.:
Keyword Permitted Default Meaning y . R .
ZNAME1 ’BLOCKSIZE’ - Size of block in pixels 116]15 13112 X
ZVAL1 16, 32 32 No. of pixels in a block
ZNAME2  'BYTEPIX’ —  Size of pixel value in bytes totommmm - Fom e +
ZVAL2  1,2,4,8 4 No. 8-bit bytes per original I | opcode | data I
pixel value FRE - +

The significance of the data depends upon the instruction.
In order to reconstruct a mask line, the application exaguti
these instructions is required to keep track of two valules, t
WhenZCMPTYPE = ’GZIP_1’ the gzip algorithnshallbe used current high value and the current position in the outpu.lin
for data (de)compression. There are no algorithm parasjetérhe detailed operation of each instruction is given in TE8e
so the keyword€NAMEn and ZVALn should notappear in the
header. The gzip algorithm is used in the free GNU software Table 38: PLIO Instructions
compression utility of the same name. It was created by J.-
L. Gailly and M. Adler, based on the DEFLATE algorithm —jnstr Opcode  Meaning

10.4.2. GZIP compression

(Deutscn 1996), which is a combination of LZ77 (Ziv & L empel ~zx 00 Zero the next N output pixels.

1977) and Hfman coding. The unigzip program accepts an  HN 04 Set the next N output pixels to the current
integer parameter that provides a trade between optiroiz&tr high value.

speed (1) and compression ratio (9), which does fiecathe =~ PN 05 Zero the next N-1 output pixels, and set pixel
format of the resultant data stream. The selection of this pa N to the current high value. _
rameter is an implementation detail that is not covered b/ th SH 05 Set the high value (absolute rather than in-

cremental), taking the high 15 bits from the

Standard. next word in the instruction stream, and the
WhenZCMPTYPE = ’GZIP 2’ the gzip2 algorithnshall be low 12 bits from the current data value.

used for data (de)compression. The gzip2 algorithm is @vari 1y py 92,03  Increment (IH) or decrement (DH) the cur-

tion onGZIP_1. There are no algorithm parameters, so the key- rent high value by the data value. The cur-

words ZNAMENn and ZVALn should notappear in the header. In rent position is not fiected.

this case the bytes in the array of data values aréigliso that ~ 1IS,DS 06,87  Increment (IS) or decrement (DS) the cur-

they are arranged in order of decreasing significance békre rent high value by the data value, and step,

ing compressed. For example, a 5-element contiguous afray o i.e., output one high value.

2-byte (16-bit) integer values, with an original big-endiayte

order of: The high valuemustbe set to 1 at the beginning of a line,
A1A2B1B,C,C,D1D2E1 B hence thaH,DHandIS, DS instructions are not normally needed

will have the following byte order after skiing: for Boolean masks.

A1B1C1D1E1 A2BCoD2E, 10.4.4. H-Compress algorithm

whereA,, By, C1, D1, andE; are the most significant bytes fromYWhenZCMPTYPE = *HCOMPRESS_1’ the H-compress algorithm
each of the integer values. Byte shing shallonly be per- Shallbe used for data (de)compression. The algorithm was de-
formed for integer or floating-point numeric data typesicay scribed by Whitel (1992), and can be applied only to images wit

bit, and character typesust notoe shifled. two dimensions. Briefly, the compression method is to apply,
’ order:
10.4.3. IRAF/PLIO compression 1. a wavelet transform called the H-transform (a Haar trans-

form generalized to two dimensions), followed by

a quantization that discards noise in the image whila@rreta
ing the signal on all scales, followed by

When ZCMPTYPE = ’PLIO-1" the IRAF PLIO algorithm

shallbe used for data (de)compression. There are no algorithm
parameters, so the keyword8AMEn andZVALn should notap- ) i _
pear in the header. The PLIO algorithm was developed to stose & quadiree coding of the quantized Giméents.

integer-valued image masks in a compressed form. The com- The H-transform is a two-dimensional generalization of the

pression algorithm used is based on run-length encoding, Wiyaar transform. The H-transform is calculated for an imaige o
the ability to dynamically follow level changes in the imagegjze 2N x 2N a5 follows:

in principle allowing a 16-bit encoding to be used regarsiiefs
the image depth. However, this algorithm has only been impld. Divide the image up into blocks 022 pixels. Call the four
mented in a way that supports image depths of no more than pixel values in a bloclago, a;0, 801, anday;.

50



2. For each block compute four d@eients:
ho = (a11 + @10 + @01 + A00)/(SCALE * o)
hx = (a11 + a10 — @1 — 00)/(SCALE * o)
hy = (a11 — @10 + ap1 — 8g0)/(SCALE * o)
he = (11 — @10 — @1 + Aoo)/(SCALE * )
whereSCALE is an algorithm parameter defined below, and
o characterizes the RMS noise in the uncompressed image.

3. Construct a ® ! x 2N~ image from theh, values for each
2x 2 block. Divide that image up intox22 blocks and repeat
the above calculation. Repeat this proclgimes, reducing
the image in size by a factor of 2 at each step, until only one
hg value remains.

This calculation can be easily inverted to recover the nagim-
age from its transform. The transform is exactly reverdiisiag
integer arithmetic. Consequently, the program can be used f
either lossy or lossless compression, with no special @mbro
needed for the lossless case.

Noise in the original image is still present in the H-tramsfp
however. To compress noisy images, eachfiogient can be di-
vided bySCALE = o, whereSCALE ~ 1 is chosen according to
how much loss is acceptable. This reduces the noise in the-tra
form to O5/SCALE, so that large portions of the transform are
zero (or nearly zero) and the transform is highly compréssib

There is one user-defined parameter associated with the H-
Compress algorithm: a scale factor to the RMS noise in the
image that determines the amount of compression that can be
achieved. It is not necessary to know what scale factor wad us
when compressing the image in order to uncompress it, but it
is still useful to record it. The keywords in Talile]3Bouldbe
recorded in the header for this purpose.

Table 39: Keyword parameters for H-compression

Values
Keyword Permitted  Default Meaning
ZNAME1 ’SCALE’ - Scale factor

ZVAL1 O.0orlarger 0.0 Scaling of the RMS noise; 0.0
yields lossless compression

Scale Factor— The floating-point scale parameter determines
the amount of compression; higher values result in higher
compression but with greater loss of informatiSGALE =
0.0 is a special case that yields lossless compressiothé.e.
decompressed image has exactly the same pixel values as
the original imageSCALE > 0.0 leads to lossy compression,
whereSCALE determines how much of the noise is discarded.
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Appendix A: Syntax of keyword records

This Appendix is not part of thelTS standard but is included
for convenient reference.

= means ‘is defined to be’
XY

means one of X or Y
(no ordering relation is implied)
X] means that X ioptional

X... means X is repeated one or more times
LBY

means the ASCII character B
‘AN-Z’ means one of the ASCII characters A
through Z in the ASCII collating
sequence, as shown in Appendik D
\0xnn means the ASCII character associated

with the hexadecimal code nn
expresses a constraint or a comment
(it immediately follows the syntax rule)

(..}

The following statements define the formal syntax used in

{Constraint:
tial_kwd_recordmustbe exactly equal to 8.

{Constraint:
last.continuationrecordmustbe exactly equal to 8p.

initial_kwd_record =

keywordfield valueindicator [space...]
[partiaLstring value] [space...] [comment]
The total number of characters in an ini-

continuationkwd_record =

CONTINUE keyword [space...]
[partialLstring value] [space...] [comment]

{Constraint: The total number of characters in a continua-
tion_kwd_recordmustbe exactly equal to 8p.

last.continuationrecord =

CONTINUE_keyword [space...]
[characterstring value] [space...] [comment]
The total number of characters in a

keywordfield :=
[keywordchar...] [space...]

FITS free-format keyword recordsas well as for long-string {Constraint: The total number of characters in the keywfatd

keywords spanning more than one keyword records)

FITS_keyword =
singlerecordkeyword|
long_string keyword

singlerecordkeyword =
FITS_keywordrecord

FITS_keywordrecord =
FITS. commentarykeywordrecord|
FITS value keywordrecord

FITS_ commentarykeywordrecord =
COMMENT _keyword [asciitextchar...]|
HISTORY_keyword [asciitext char...]|
BLANKFIELD _keyword [asciitext char...]|
keywordfield anychatbut equal
[asciitextchar...]|
keywordfield ‘=" anycharbut space
[asciitextchar...]
{Constraint: The total number of characters in a
FITS_ commentankeywordrecord must be exactly equal
to 80}

FITS valuekeywordrecord =
keywordfield valueindicator [space...] [value]
[space...] [comment]
{Constraint: The total number of characters in a
FITS value keywordrecordmustbe exactly equal to 8p.
{Comment: If the value field is not present, the value ofRHES
keyword is not definegl.

long_string kewyord =
initial_kwd_record [continuatiorkwd_record...]
last continuationrecord
{Comment: the value of a lonstring keyword is reconstructed
concatenating the partiatring.values of the initialkwd_record
and of any continuatiakwd_records in the order they occur, and
the charactestring value of the lastontinuationrecord}
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mustbe exactly equal to 8.

keywordchar =
EAl_‘Z! | ‘0’—‘9, | E_l | L_!

COMMENT _keyword =
ECi tO1 LM! lMi LE! INI IT! Space

HISTORY _keyword =
‘H I'S"“T"*O’ 'R’ 'Y" space

BLANKFIELD _keyword =
space space space space space space space space

CONTINUE keyword =
LCI (ol LN’ lTl L|7 (Nv LUI LE’ Space

valueindicator =
‘=" gpace

space=

comment =
‘[’ [ascii_text.char...]

asciLtext.char =
space—"’

anycharbut equal =
space=<’|‘>'-""’

anycharbut space=

value =
characterstring value| logical value|
integervalue| floating value|
complexintegervalue| complexfloating value
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charactersstring.value = exponentetter =
beginquote [stringtext char...] endquote ‘E’ |'D’
{Constraint: The begigquote and endjuote are not part of the
character string value but only serve as delimiters. Laadin complexintegervalue =
spaces are significant; trailing spaces arejnot. ‘( [space...] realintegerpart [space...] ', [space...]
imaginaryintegerpart [space...] *)’
partialstring.value =

beginquote [stringtext.char...] ampersand emgliote realintegerpart =
{Constraint: The begiquote, endquote and ampersand are not integervalue
part of the character string value but only serve respdygtas
delimiters or continuation indicatoy. imaginaryintegerpart =
integervalue
beginquote =
guote complexfloatingvalue =
‘(" [space...] realfloating part [space...] *, [space...]
endquote = imaginaryfloating part [space...] )’
guote
{Constraint: The ending quoteust nobe immediately followed realfloating part =
by a second quotg. floating value
quote = imaginaryfloating part =
\Ox27 floatingvalue
ampersand=
& Appendix B: Suggested time scale specification
string text.char = The content of this Appendix has been superseded by Section 9
asciitextchar of the formal Standard, which derives from Rots et al. (2015)

{Constraint: A stringtext char is identical to an asciext char
except for the quote char; a quote char is represented by two
successive quote chays.

logicalvalue =
T E

integervalue =
[sign] digit [digit...]
{Comment: Such an integer value is interpreted as a signed
decimal number. Imaycontain leading zeros.

sign =
Ly

digit :=
IO!_EgI

floating value =
decimalnumber [exponent]
decimalnumber =
[sign] [integecrpart] [, [fraction_part]]
{Constraint: At least one of the integpart and fractiorpart
mustbe present.

integerpart =
digit | [digit...]

fractionpart =
digit | [digit...]

exponent=
exponentetter [sign] digit [digit...]

53



54

Appendix C: Summary of keywords

This Appendix is not part of tHel TS standard, but is included for convenient reference.

All of the mandatory and reserved keywords that are defingdarstandard, except for the reserved WCS keywords that are

discussed separately in Sédt. 8, are listed in Tabld$ Ci1 a6d C.B. An alphabetized list of these keywords and thefinitions is
available onlinehttp://heasarc.gsfc.nasa.gov/docs/fcg/standard_dict.html.

Table C.1: MandatoriI TS keywords for the structures described in this document.

Primary  Conforming Image ASCII table Binary table Compesss Compressed Random groups
HDU extension extension extension extension imbges  table$ records
SIMPLE  XTENSION XTENSION?® XTENSION? XTENSION® ZIMAGE =T ZTABLE =T SIMPLE
BITPIX  BITPIX BITPIX BITPIX =8 BITPIX = 8 ZBITPIX ZNAXIS1 BITPIX
NAXIS NAXIS NAXIS NAXIS =2 NAXIS =2 ZNAXIS ZNAXIS2 NAXIS
NAXISn* NAXISn* NAXISn* NAXIS1 NAXIS1 ZNAXISn ZPCOUNT NAXIS1 =0
END PCOUNT PCOUNT = ® NAXIS2 NAXIS?2 ZCMPTYPE ZFORMn NAXISn*
GCOUNT GCOUNT =1 PCOUNT = 0 PCOUNT ZCTYPn GROUPS =T
END END GCOUNT =1 GCOUNT =1 ZTILELEN PCOUNT
TFIELDS TFIELDS GCOUNT
TFORMn® TFORMn® END
TBCOLn® END
END

(UXTENSION=,'IMAGE._..' for the image extensiof?)XTENSION=,,'TABLE...' for the ASCII table extensio®?XTENSION=,,'BINTABLE' for
the binary table extensioff!Runs from 1 through the value §AXIS. ®Runs from 1 through the value GFIELDS. ®required in addition to the
mandatory keywords for binary tables.

Table C.2: Reservedl TS keywords for the structures described in this document.

Allt Array>  ASClltable Binarytable Compressed Compressed Randonpgrou
HDUs HDUs extension extension images tables records

DATE EXTNAME  BSCALE  TSCALn TSCALn ZTILEn FZTILELN PTYPEn

DATE-0OBS  EXTVER BZERO TZEROn TZEROn ZNAMEi FZALGOR PSCALn

ORIGIN EXTLEVEL BUNIT TNULLn TNULLn ZVALi FZALGn PZEROn

AUTHOR EQUINOX  BLANK TTYPEn TTYPEn ZMASKCMP

REFERENC  EPOCH® DATAMAX TUNITn TUNITn ZQUANTIZ

COMMENT BLOCKED® DATAMIN TDISPn TDISPn ZDITHER®

HISTORY EXTEND* TDMAXn TDINMn ZSIMPLE ZTHEAP

cinson  TELESCOP TDMINn THEAP ZEXTEND

OBJECT INSTRUME TLMAXn TDMAXn ZBLOCKED

OBSERVER TLMINn TDMINn ZTENSION

CONTINUE TLMAXn ZPCOUNT

INHERIT ° TLMINn ZGCOUNT

CHECKSUM ZHECKSUM ZHECKSUM

DATASUM ZDATASUM ZDATASUM

MThese keywords are further categorized in Table @®rimary HDU, image extension, user-defined HDUs with sarmayastructure.
©®Deprecated®Only permitted in the primary HDU®Only permitted in extension HDUs, immediately followingettnandatory keywords.

(MDeprecated.
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Table C.3: General reserv&diTSkeywords described in this document.

Production Bibliographic Commentary Observation
DATE AUTHOR COMMENT DATE-0BS
ORIGIN REFERENC HISTORY TELESCOP
BLOCKED! LLLLL INSTRUME
OBSERVER
OBJECT
EQUINOX
EPOCH!
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Table D.1: ASCII character set.

ASCII control ASCII text
dec hex char|| dec hex «charl dec hex charl dec hex char
0 00 NUL| 32 20 SP |64 40 @ 96 60
1 01 SOH || 33 21 ! 65 41 A 97 61 a
2 02 STX 34 22 " 66 42 B 98 62 b
3 03 ETX || 35 23 # 67 43 C 99 63 c
4 04 EOT || 36 24 $ 68 44 D 100 64 d
5 05 ENQ || 37 25 % 69 45 E 101 65 e
6 06 ACK| 38 26 & 70 46 F 102 66 f
7 07 BEL 39 27 ! 71 47 G 103 67 g
8 08 BS 40 28 ( 72 48 H 104 68 h
9 09 HT 41 29 ) 73 49 | 105 69 i
10 0A LF 42 2A % 74 4A ] 106  6A |
11 0B VT 43 2B+ 75 4B K 107 6B k
12 0C FF 44 2C 76 4C L 108 6C |
13 oD CR 45 2D - 77 4D M 109 6D m
14 OE SO 46 2E . 78 4E N 110 6E n
15 OF | 47 2F  / 79 4F (@] 111 6F o]
16 10 DLE || 48 30 0 80 50 P 112 70 p
17 11 DC1 || 49 31 1 81 51 Q 113 71 q
18 12 DC2 || 50 32 2 82 52 R 114 72 r
19 13 DC3|| 51 33 3 83 53 S 115 73 s
20 14 DC4 || 52 34 4 84 54 T 116 74 t
21 15 NAK || 53 35 5 85 55 U 117 75 u
22 16 SYN || 54 36 6 86 56 \Y 118 76 Vv
23 17 ETB 55 37 7 87 57 W 119 77 w
24 18 CAN || 56 38 8 88 58 X 120 78 X
25 19 EM 57 39 9 89 59 Y 121 79 y
26 1A SUB || 58 3A 90 5A Z 122 7A 2z
27 1B ESC || 59 3B ; 91 5B [ 123 7B {
28 1C FS 60 3C < 92 5C \ 124 7C |
29 1D GS 61 3D = 93 5D ] 125 7D }
30 1E RS 62 3E > 94 5 -~ 126 7E ~
31 1F us 63 3F ? 95 5 _ 127 7TF DEL

1 Not ASCII Text

Appendix D: ASCII text

This appendix is not part of thEITS standard the material in it is based on the ANSI standard for ASCIl @N1977) and is
included here for informational purposes.)

In Table[D.1, the first column is the decimal and the seconaronlthe hexadecimal value for the character in the thirdroalu
The characters hexadecimal 20 to 7E (decimal 32 to 126) itatesthe subset referred to in this document as the restriset of
ASCII text characters.

Appendix E: IEEE floating-point formats

The material in this Appendix is not part of this standatds adapted from the IEEE-754 floating-point standardsfE1985) and
provided for informational purposes. It is not intended ¢csbcomprehensive description of the IEEE formats; readensid refer
to the IEEE standard.)

FITSrecognizes all IEEE basic formats, including the specibles

E.1. Basic formats

Numbers in the single and double formats are composed obtlweving three fields:

1. 1-bit signs
2. Biased exponemt= E + bias
3. Fractionf = ebiby---by1

The range of the unbiased expon&nshallinclude every integer between two valuggi, and Enay, inclusive, and also two other

reserved valueEnmi, — 1 to encode:0 and denormalized numbers, abgaxt+1 to encode:co and NaNs. The foregoing parameters
are given in Table'El1. Each nonzero numerical value haspestncoding. The fields are interpreted as follows:
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Table E.1: Summary of format parameters.

Format
Parameter Single Double
Single extended Double extended

p 24 >32 53 > 64
Emax +127 >+1023 +1023 > +16383
Emin -126 <-1022 -1022 <-16382
Exponentbias +127 unspecified  +1023 unspecified
Exponent width in bits 8 >11 11 >15
Format width in bits 32 > 43 64 >79

Fig. E.1: Single Formatuisb meananost significant bjtLsb meandeast significant bit

1 8 23 ....widths

S e f

msb Isb  msb Isb ....order

Fig. E.2: Double Formamtmsb meangamost significant bjtl sb meandeast significant bit

1 11 52 ....widths
s e f
msb Isb  msb Isb ....order
E.1.1. Single

A 32-bit single format numbeX is divided as shown in Fi§. B.1. The valuef X is inferred from its constituent fields thus

1. If e= 255 andf # 0, thenvis NaN regardless of

2. If e= 255 andf =0, thenv = (-1)%x

3. If 0 < e < 255, therv = (-1)%2%1?7(1 o f)

4. Ife=0andf # 0, thenv = (-1)52571250 e f) (denormalized numbers)
5. If e= 0 andf = 0, thenv = (-1)°0 (zero)

E.1.2. Double

A 64-bit double format numbeX is divided as shown in Fif. B.2. The valuef X is inferred from its constituent fields thus

If e= 2047 andf # 0O, thenvis NaN regardless of

If e= 2047 andf = 0, thenv = (—1)%o

If 0 < e < 2047, therv = (-1)52¢7192%1 o f)

If e= 0 andf # 0, thenv = (—1)2-10240 e f) (denormalized numbers)
If e= 0 andf =0, thenv = (-1)°0 (zero)

agrwdOE

E.2. Byte patterns

Table[E-2 shows the types of IEEE floating-point value, wlethgular or special, corresponding to all double and sipgtcision
hexadecimal byte patterns.
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1 Certain valuesnaybe designated agiietNaN (no diagnostic when used) signaling(produces diagnostic when used) by particular implemen-

tations.

Table E.2: IEEE floating-point formats.

IEEE value Double precision Single precision
+0 0000000000000000 00000000
denormalized 0000000000000001 00000001
to to
O00FFFFFFFFFFFFF O07FFFFF
positive underflow  9010000000000000 00800000
positive numbers  0010000000000001 00800001
to to
7FEFFFFFFFFFFFFE 7F7FFFFE
positive overflow  7FEFFFFFFFFFFFFF 7F7FFFFF
+00 7FFO000000000000 7F800000
NaNt 7FFO000000000001 7F800001
to to
7FFFFFFFFFFFFFFF 7FFFFFFF
-0 8000000000000000 80000000
negative 8000000000000001 80000001
denormalized to to
800FFFFFFFFFFFFF 807FFFFF
negative underflow 8010000000000000 80800000
negative numbers 8010000000000001 80800001
to to
FFEFFFFFFFFFFFFE FF7FFFFE
negative overflow  FFEFFFFFFFFFFFFF FF7FFFFF
—00 FFFOO00000000000 FF800000
NaNt FFFO000000000001 FF800001
to to
FFFFFFFFFFFFFFFF FFFFFFFF
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Appendix F: Reserved extension type names F.3. Other suggested extension names

This Appendix is not part of th&ITS standard, but is in- There have been occasional suggestions for other extension
cluded for informational purposest describes the extensionnames that might be used for other specific purposes. These in
type names registered as of the date this standard was issueldde aCOMPRESS extension for storing compressed images, a
A current list is available from thEITS Support Gfice web site FITS extension for hierarchically embedding entkers files
athttp://fits.gsfc.nasa.gov. within other FITS files, and aFILEMARK extension for repre-
senting the equivalent of an end-of-file mark on magnetie tap
media. None of these extension types have been implemented o
used in practice, therefore these names are not reservedeTh

These three extension types have been approved by §ension names (or any other extension name not spegficall
IAUFWG and are defined in Se€l. 7 of this standard documeRntioned in the previous sections of this appensbquld not

as well as in the indicatedstronomy and Astrophysigsurnal be used in anFITSfiIe without first registering the name with
articles. the IAU FITS Working Group.

F.1. Standard extensions

— '"IMAGE._._.'— This extension type provides a means of stor: .
ing a multi-dimensional array similar to that of tR€T'S pri- Appendix G: MIME types

mary header and data unit. Approved as a standard extensipis Appendix is not part of tHelITS standard, but is included
in 1994 (Ponz et al._1994). _ _ for informational purposes

— 'TABLE....' — This ASCII table extension type contains REc 4047|(Allen & Wells[ 2005) describes the registration
rows and columns of data entries expressed as ASCII charggee Multipurpose Internet Mail Extensions (MIME) sutpis
ters. Approved as a standard extension in 1988 (Harten et‘%plication/fits’ and ‘image/fits’ to be used by the in-
1988). o _ . ternational astronomical community for the interchangeldfs

— 'BINTABLE' — This binary table extension type providegjjes The MIME type serves as a electronic tag or label that is
a more flexible and fécient means of storing data strucy ansmitted along with theITS file that tells the receiving ap-
tures than is provided by thBABLE extension type. The piication what type of file is being transmitted. The remainaf

table rows can contain a mixture of numerical, logical anghis appendix has been extracted verbatim from the RFC 4047
character data entries. In addition, each entry is allowed §ocyment.

be a single dimensioned array. Numeric data are kept in
binary formats. Approved as a standard extension in 1984
(Cotton et al.| 1995).

The general nature of the fUHITS standard requires the use
he media typedpplication/fits’. Nevertheless, the prin-
cipal intent for a great maniITS files is to convey a single
data array in the primary HDU, and such arrays are very of-
F.2. Conforming extensions ten 2-dimensional images. Several common image viewing ap-
plications already display single-HDBITS files, and the pro-
These conventions meet the requirements for a conforming extypes for virtual observatory projects specify that dpata-
tension as defined in in Seti. 314.1 of this standard, hovikegr vided by web services be conveyed by the data array in the pri-
have not been formally approved or endorsed by the IAUFWGnary HDU. These uses justify the registration of a second me-
dia type, namelyimage/fits’, for files which use the subset

— 'IUEIMAGE' — This name was given to the prototype off the standard described by the origifdl'S standarq paper.
the IMAGE extension type and was primarily used in thdhe MIME type ‘image/fits’ maybe used to describélTS
IUE project data archive from approximate'y 1992 to 1994{)_r|mary HDUSs that have other than two dlmenSIonS, however it
Except for the name, the format is identical to tHeAGE is expected that most files described asage/fits’ will have
extension. two-dimensional§AXIS = 2) primary HDUs.

— '"A3DTABLE' — This name was given to the prototype of
the BINTABLE extension type and was primarily used irb
the AIPS data processing system developed at NRAO froni
about 1987 until it was replaced IBINTABLE in the early A FITS file described with the media type
1990s. The format is defined in the ‘Going AIPS’ manuahkpplication/fits’ should conform to the published
(Cotton et al. | 1990), Chapter 14. It is very similar to thetandards forFITS files as determined by convention and
BINTABLE type except that it does not support the variablexgreement within the internationBITS community. No other
length array convention. constraints are placed on the content of a file described as

— '"FOREIGN.' — This extension type is used to putFdTS ‘application/fits'.
wrapper about an arbitrary file, allowing a file or tree offiles A FITS file described with the media type
to be wrapped up ifrITSand later restored to disk. A full ‘application/fits’ may have an arbitrary number of
description of this extension type is given in the Regisfry @onforming extension HDUs that follow its mandatory prigar
FITSconventions on thEITS Support Gfice web site. header and data unit. The extension HDUs may be one of

— 'DUMP_..." — This extension type can be used to storepe standard typesIMAGE, TABLE, and BINTABLE) or any
stream of binary data values. The only known use of this ether type that satisfies the ‘Requirements for Conforming
tension type is to record telemetry header packets for d&gtensions’ (Sect_3.4.1). The primary HDU or a@AGE

from the Hinode mission. The more genef@REIGN exten- extension may contain zero to 999 dimensions with zero or
sion type could also be used to store this type of data.  more pixels along each dimension.

1. MIME type ‘application/fits’
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The primary HDU may use the random groups conventionpn-standard metadata pertaining to the image in the pyimar
in which the dimension of the first axis is zero and the keywordiDU in the forms of keywords and tables.

GROUPS, PCOUNT andGCOUNT appear in the headefAXIS1 = A FITS file described with the media typémage/fits’
0 andGROUPS = T is the signature of random groups; see Secthouldbe principally intended to communicate the single data
6l array in the primary HDU. This means thaimage/fits’

should notbe applied ta~ITS files containing multi-exposure-
frame mosaic images. Also, random groups fikegstbe de-
scribed asdpplication/fits’and not asimage/fits’.

An application intended to handlegplication/fits’ should A FITS file described with the media typdmage/fits’
be able to provide a user with a manifest of all of the HDUs thég also valid as a file of media typapplication/fits’. The
are present in the file and with all of the keywpralue pairs choice of classification depends on the context and intended
from each of the HDUs. age.

An application intended to handlegplication/fits’
shouldbe prepared to encounter extension HDUs that conta(isr‘l2 1. Recommendations for application writers
either ASCI!I or binary tables, and to provide a user with asce """ P
to their elements. An application that is intended to handlianage/fits’ should

An application which can modiffITSfiles or retrieveFITS  be able to provide a user with a manifest of all of the HDUs that
files from an external servicghouldbe capable of writing such are present in the file and with all of the keyworalue pairs
files to a local storage medium. from each of the HDUs. An application writ@nay choose to

Complete interpretation of the meaning and intended useighore HDUs beyond the primary HDU, but even in this case
the data in each of the HDUs typically requires the use ofiseurthe applicatiorshouldbe able to present the user with the key-
tics that attempt to ascertain which local conventions wsesl  word/value pairs from the primary HDU.

G.1.1. Recommendations for application writers

by the author of th&ITSfile. Note that an application intended to rendémndge/fits’
As examples, files with media typapplication/fits’ for viewing by a user has significantly more responsibility
might contain any of the following contents: than an application intended to handle, e‘dmage/tiff’ or

‘image/gif’. FITS data arrays contain elements which typi-
— An empty primary HDU (containing zero data elements) fokally represent the values of a physical quantity at somedioo
lowed by a table HDU that contains a catalog of celestialate location. Consequently they need not contain any péxel
objects. dering information in the form of transfer functions, aner
— An empty primary HDU followed by a table HDU that en-is no mechanism for color look-up tables. An applicatbiould
codes a series of time-tagged photon events from an expoevide this functionality, either statically using a mareless
sure using an X-ray detector. sophisticated algorithm, or interactively allowing a usarious
— An empty primary HDU followed by a series dfMAGE degrees of choice.
HDUs containing data from an exposure taken by a mosaic Furthermore, the elements inFATS data array may be in-
of CCD detectors. tegers or floating-point numbers. The dynamic range of the da
— An empty primary HDU followed by a series of table HDUsarray values may exceed that of the display medium and the eye
that contain a snapshot of the state of a relational databasgnd their distribution may be highly nonuniform. Logaritiem
— A primary HDU containing a single image along with keysquare-root, and quadratic transfer functions along with h
word/value pairs of metadata. togram equalization techniques have proved helpful for ren
— A primary HDU with NAXIS1 = @ andGROUPS = T fol- dering FITS data arrays. Some elements of the array may
lowed by random groups data records of complex fringe vigave values which indicate that their data are undefined-or in
ibilities. valid; these should be rendered distinctly. Via WCS Paper |
(Greisen & Calabrettal 2002) the standard perrGit¥PEn =
" ., ’COMPLEX’ to assert that a data array contains complex numbers
G.2. MIME type ‘image/fits (future revisions might admit other elements such as qoites
A FITS file described with the media typeirage/fits’ Or general tensors).
should have a primary HDU with positive integer values for Three-dimensional data arraySAKIS = 3 with NAXIS1,
the NAXIS and NAXISn keywords, and hencehould contain NAXIS2 andNAXIS3 all greater than 1) are of special interest.
at least one pixel. Files with 4 or more non-degenerate ax@gplications intended to handldéhage/fits’ maydefault to
(NAXISn > 1) shouldbe described aspplication/fits’, not displaying the first 2D plane of such an image cube, or thay
as ‘image/fits’. (In rare cases it may be appropriate to dedefault to presenting such an image in a fashion akin to tsed u
scribe a NULL image — a dataless containerfdFSkeywords, for an animated GIF, or theypaypresent the data cube as a mo-
with NAXIS = 0 or NAXISn = @ — or an image with 4 non- saic of ‘thumbnail’ images. The time-lapse movie-loopirsg-d
degenerate axes airage/fits’ but this usage is discouragedplay technigue can befective in many instances, and applica-
because such files may confuse simple image viewer applitian writersshouldconsider ¢fering it for all three-dimensional
tions.) arrays.
FITS files declared asimage/fits’ may also have one An ‘image/fits’ primary HDU with NAXIS = 1 is de-
or more conforming extension HDUs following their primaryscribing a one-dimensional entity such as a spectrum ora tim
HDUs. These extension HDUWsaycontain standard, non-linear,series. Applications intended to handisage/fits’ mayde-
world coordinate system (WCS) information in the form of tafault to displaying such an image as a graphical plot ratien t
bles or images. The extension HDW®y also contain other, as a two-dimensional picture with a single row.
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An application that cannot handle an image with dimension- conformance with the rules for Fortran list-directed input
ality other than twashouldgracefully indicate its limitations to namely, with the real and imaginary parts separated by a

its users when it encountekaXIS = 1 or NAXIS = 3 cases, comma and enclosed in parentheses.

while still providing access to the keywgr@lue pairs. 5. Sect. 4.4.1.1 and Sect. 4.4.1.2: The paper that defines gen
FITSfiles with degenerate axes (i.e., one or MAXISn = eralized extensions (Grosbgl et al. 1988) does not prohibit

1) maybe described asimage/fits’, but the first axeshould the appearance of tts¥MPLE keyword in extensions nor the

be non-degenerate (i.e., the degenerate sixesldbe the high- XTENSION keyword in the primary header.

est dimensions). An algorithm designed to render only two-

dimensional images will be capable of displaying SUCNAXLS ) . .
- 3 or NAXIS = ?1 FITS array Ft)hat has onpe gr t\?vo of the axey.z. List of modification to the FITS standard, version 3

consisting of a single pixel, and an application wrigouldcon-  After the IAUFWG dficially approved version 3 of thEITS
sider coding this capability into the application. Writefsnew  standard in 2008, the following additional correctionsyifica-
applications that generatéTS files intended to be describedtions, or format modifications have been made to the document
as ‘image/fits’ shouldconsider using th#CSAXES keyword

(Greisen et al|_2006) to declare the dimensionality of steh dq 0 typographical errors in Tal[gl21 (previously Table)8.
generate axes, so thiskXIS can be used to convey the number  \yare corrected. The last 2 lines of the third column should

of non-degenerate axes. read LONPOLEa (=PVi_3a)’ and ‘LATPOLEa (=PVi_4a)’,
instead ofPvi_la andPVi_2a, respectively. (October 2008)
G.3. File extensions 2. The latex text source document was reformatted to conform

o ) ) to the Astronomy & Astrophysics journal page style (June
The FITS standard originated in the era when files were stored 2010). The visible changes include the following:

and exchanged via magnetic tape; it does not prescribe any
nomenclature for files on disk. Various sites within thE'S
community have long-established practices where files @re p
sumed to bd-ITS by context. File extensions used at such sites
commonly indicate content of the file instead of the data drm

In the absence of other information it is reasonably safe to
presume that a file name ending infits’ is intended to be a
FITS file. Nevertheless, there are other commonly used exten-
sions; e.g., ‘. fit’, * . fts’, and many others not suitable for
listing in a media type registration.

— The tables, figures, equations, and footnotes are num-
bered sequentially throughout the entire the document,
instead of sequentially within each chapter.

— The citations use the standard ‘Author (year)’ format in-
stead of being referenced by a sequential number. Also,
the ‘Bibliography’ section at the end of the document has
been replaced by a ‘References’ section in which the ci-
tations are listed alphabetically by author.

3. The following minor corrections or clarifications wereaea

during the refereeing process after submitting version 3
of the FITS standard for publication in the Astronomy &

Appendix H: Past changes or clarifications to the Astrophysics journal (July 2010):
formal definition of FITS — A sentence was added to the end of SEcfl 1.2: ‘This
web site also contains the contact information for the
This Appendix is not part of thelTS standard, but is included Chairman of the IAUFWG, to whom any questions or
for informational purposes comments regarding this standard should be addressed.’

— A‘Section’ column was added to Taljlk 1 to reference the
relevant section of the document.

— The wording of the second sentence in Seci. #.1.1 was
revised from ‘Except where specifically stated otherwise

H.1. Differences between the requirements in this standard
and the requirements in the original FITS papers.

1. Sect[4.1]2: The origin®ITS definition paper.(Wells et al. in this standard, keywords may appear in any order.’ to
1981) disallows lower case letters in the keyword name, but ‘Keywords may appear in any order except where specif-
does not specify what other characters may or may not ap- ically stated otherwise in this standard.’
pear in the name. — A sentence was added to the end of the ‘Keyword name’

2. Sect[4.1]2: The slash between the value and comment is  subsection in Sedi._4.1.2: ‘Note that keyword names that
‘recommended’ in the original paper_(Wells et al. 1981) begin with (or consist solely of) any combination of hy-
whereas the standard requires that it be present, whiclmis co phens, underscores, and digits are legal.’
sistent with the prescription of Fortran list-directedunp — A footnote to the description of the REFERENC key-

3. Sect[4.R: The original paper (Wells et al. 1981) speedlat word in Sect[4.4]2 was added: ‘This bibliographic con-
that FITS would eventually support the full range of flexi- vention (Schmitz 1995) was initially developed for use
bility that is allowed by Fortran list-directed input, ina- within NED (NASA/IPAC Extragalactic Database) and
ing dimensioned parameters. The standard restricts the val SIMBAD (operated at CDS, Strasbourg, France).’
field to a single value, not an array. — In Sect[7.314, the phrase ‘TFORMn format code’ was

4. Sect[4.2)5 and Se€t_4.R.6: The original paper (Wellslet a corrected to read ‘TDISPn format code’ (in four places).
1981) defined a fixed format for complex keyword values, — The wording in the ‘Expressed as’ column in Tdblé 26 for
with the real part right justified in bytes 11 through 30 and the ‘LOG’, ‘GRI’, ‘GRA, and ‘TAB’ spectral algorithm
the imaginary part right justified in bytes 31 through 50. codes was clarified.

There are no knowRITSfiles that use this fixed format. — In Table[C.2 theEXTNAME, EXTVER, andEXTLEVEL key-

The standard does not define a fixed format for complex words were moved under the ‘All HDUS’ column be-
keyword values. Instead, complex values are represented in  cause they are now allowed in the primary array header.

60



61

— The last paragraph of Sect. 4.1.2.3 was corrected to state — The omission of some additional implementation guide-
that the ASCII text characters have hexadecimal values lines.
20 through 7E, not 41 through 7E. — The omission of a discussion on alternate algorithms and
relevant additional references.

6. The table keywords described in Séct. 1.2.2[and]7.3.2 were
originally introduced as &ITS convention since 1993,

. . . . and registered in 2006. The text of the original convention
1. The representation of time coordinates has been incorpo- ;g reported ahttp://fits.gsfc.nasa.gov/registry/

rated by reference from Rots ef al. (2015) and is summa- ., pinmax.html. The diferences with this standard con-
rized in Sect[ B. Cross-references have been insertedin pre .or-

%ﬁ%iﬁ%_—%s;; gﬁﬁtzrjdg dw(errla ?Seli)r/] I\r/]arsi (Fs;pnlaigs — The equusion o_f undefined or IEEE s_pecial values when
of Sect.[8, like[8B an@8.4.1). New keywords are listed cemputing maximum and minimum is nomandatory
in a rearranged Tabl[e R2. Contextually an erratum was ap- while v vyasoptlo_nal _ .
plied in Sect[8.411: keyword3BSGEO- [XYZ] were incor- — The original text included the possibility of using the fact
rectly marked a®BSGEO- [XYZ]a; the TAI-UTC difference TDMINn were greater thafDMAXn (or TLMINn greater
in Table[3D was updated with respect to Rots étal. (2015) thanTLMAXn) as an indication the values were undefined.
taking into account the latest leap second; the possilafity This clause has been removed .
introducing more sources for the solar system ephemerides ~— The original text contained usage examples and addi-
was re-worded (at the end of SEct.912.5 and in Takle 31). gpnal minor explanatory details.

2. The continued string keywords described in Sect. #.2.12 The Green Bank convention, mentioned in Sect. 8.2 and de-
were originally introduced asfITSconvention since 1994,  scribed in AppendiX 1, has been in use since 1989, and
and registered in 2007. The text of the original convention Was registered in 2010. The text of the registered conventio

H.3. List of maodifications to the latest FITS standard

is reported ahttp://fits.gsfc.nasa.gov/registry/ is reported ahttp://fits.gsfc.nasa.gov/registry/
continue_keyword.html. The diferences with this stan-  greenbank/greenbank.pdf and contains some additional
dard concern: details about the history of the convention.

. 8. The conventions for compressed data described in[Séct. 10
— In the convention, th&ONGSTRN keyword was used 10~ were originally introduced as a couple 81TS conven-
signal the possible presence of long strings in the HDU. tions registered in 2007 and 2013. The text of the origi-
The use of this keyword is no longer required or recom- | conventions is reported Attp://fits.gsfc.nasa.
mended. ] gov/registry/tilecompression.html for compressed
— Usage of the convention wamt recommendetor re- images and dtttp://fits.gsfc.nasa.gov/registry/
served or mandatory keywords. Now itagplicitly for- tiletablecompression.html for compressed binary ta-
bidden unless keywords are explicitly declared long-  pjes. The dferences with this standard concern:

string. - .
. Co v . . — In Sect[I0.3]3 the original text f&ZALGn mentioned
To avoid ambiguities in the agiigation gighe previous the possibility that, ‘If the column cannot be compressed

clause, the declaration of string keywords in sect[dns 8, with the requested algorithm (e.g.. if it has an inappropri-
and D has been reset from the generic ‘character to ate data type), then a default compression algorithm will

‘string’. ; ) : . X
— It is also explicitly clarified there is no limit to the num- .be. used instead’ But there is no default algorithm. This
is irrelevant for the Standard.

ber of continuation records. ; , .
— The description of continued comment field is new. — In Sect[TOX the aliaSRICE.ONE IS notadopted in the
Standard as a synonym foRICE_1°.

3. The blank header space convention described in[Sed.4+.4. - In Sect[10.4]3 a sentence was left out about requiring
was used since 1996, and registered in 2014. The text of  additional instructions in PLIO to make it work for more
the original convention is reportedlattp://fits.gsfc. then 22 bits, since we aren’t allowing this possibility in
nasa.gov/registry/headerspace.html. It included a the Standard.
recommendatiomabout using the convention in a controlled  — In Sect[I0.4}4 the reference to a ‘smoothing flag’ was
environment, which does not appear in this standard. dropped.

4. The INHERIT keyword described in Secf_4#.2.6 was — Alsoin Sect[10.4]4 thecale factolis now floating point,
originally introduced as &ITS convention in 1995, and while it was originally integer.
registered in 2007. The text of the original convention — InTabld36 (and Sedt. 10.3.5) theCOMPRESS algorithm
is reported ahttp://fits.gsfc.nasa.gov/registry/ is explicitly mentioned.

inherit.html. See also references and practical consider-
ations therein. The flierences with the present document
concern a more precise RFC-2219 compliant wording inAppendix I: Random Number Generator
couple of sentences in Appendix K. ) o o

5. The checksum keywords described in SECTL_#.4.2.7 wéris Appendix is not part of tHéITS standard, but is included
originally introduced as &ITS convention since 1994, for informational purposes _ _
and registered in 2007. The text of the original convention The portable random number generator algorithm below is
is reported ahttp://fits.gsfc.nasa.gov/registry/ from Par!< & Miller (1988). This algorithm repeatedly evates
checksum.html. The diferences with this standard conthe function
cern: seed= (a* seed modm
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where the values ad andm are shown below, but it is imple- 3. Calculate the checksum for the entire HDU by adding (us-

mented in a way to avoid integer overflow problems. ing 1's complement arithmetic) the checksum accumulated
over the header records to the checksum accumulated over
int random_generator(void) { the data records (i.e., the previously compm&dASUM key-
word value).
/* initialize an array of random numbers */ 4. Compute the bit-wise complement of the 32-bit total HDU
checksum value by replacing all O bits with 1 and all 1 bits
int ii; with O.
double a = 16807.0; 5. Encode the complement of the HDU checksum into a 16-
double m = 2147483647.0; character ASCII string using the algorithm described intSec
double temp, seed; 2
float rand_value[10000]; 6. Replace the initiaCHECKSUM keyword value with this 16-
character encoded string. The checksum for the entire HDU
/* initialize the random numbers */ will now be equal to negative 0.
seed = 1;
for (ii 0; ii < N_RANDOM; ii++) {

J.2. Recommended ASCII Encoding Algorithm

temp = a * seed;
seed = temp -m * ((int) (temp / m) ); The algorithm described here is used to generate an AS@igjstr
/* divide by m for value between ® and 1 */ which, when substituted for the value of ttiECKSUM keyword,
rand_value[ii] = seed / m; will force the checksum for the entire HDU to equal negative O
} It is based on a fundamental property of 1's complement-arith
} metic that the sum of an integer and the negation of that @émteg

(i.e, the bitwise complement formed by replacing all O bitghw
If implemented correctly, the 10 OfOvalue of seed will 1s and all 1 bits with 0s) will equal negative 0 (all bits set to
equal 1043618 065. 1). This principle is applied here by constructing a 16-elater
string which, when interpreted as a byte stream of four 32-bi
integers, has a sum that is equal to the complement of the sum
Appendix J: CHECKSUM Implementation Guidelines accumulated over the rest of the HDU. This algorithm also en-
sures that the 16 bytes that make up the four integers all have
values that correspond to ASCII alpha-numeric charaatettssi
range 0-9, A-Z, and a—z.

This Appendix is not part of thelTS standard, but is included
for informational purposes

J.1. Recommended CHECKSUM Keyword Implementation 1. Begin with the 1's complement (replace Os with 1s and 1s
. ) with 0s) of the 32-bit checksum accumulated over all the
TherecommendedHECKSUM keyword algorithm described here  FITS records in the HDU after first initializing th@ECKSUM

generates a 16-character ASCII string that forces the 82'bi  keyword with a fixed-format string consisting of 16 ASCII

complement checksum accumulated over the eftif&s HDU zeros (0000000000000000°).
to equal negative O (all 32 bits equal to 1). In addition, #1819 2. |nterpret this complemented 32-bit value as a sequence of
will only contain alphanumeric characters within the rasn@e9, four unsigned 8-bit integers, A, B, C and D, where A is the

A-Z, and a—z to promote human readability and transcription most significant byte and D is the least significant. Generate
If the present algorithm is used, tHECKSUM keyword value g sequence of four integers, A1, A2, A3, A4, that are all equal
mustbe expressed in fixed format, Wlt_h the_startmg single quote tg A divided by 4 (truncated to an integer if necessary). If A

character in column 11 and the ending single quote character js not evenly divisible by 4, add the remainder to A1. The key
in column 28 of theFITS keyword record, because the relative  property to note here is that the sum of the four new integers

placement of the value string within the keyword recoffeets is equal to the original byte value (e.g./AA1 + A2 + A3 +
the Computed HDU checksum. The Steps in the algorlthm are as A4) Perform a similar Operation onB, C,andD, resumng in
follows: atotal of 16 integer values, 4 from each of the original bytes

which should be rearranged in the following order:
1. Write the CHECKSUM keyword into the HDU header
with an initial value consisting of 16 ASCIl zeros Al B1 C1 D1 A2 B2 C2 D2 A3 B3 C3 D3 A4 B4 C4 D4
(’0000000000000000 ) where the first single quote charac-
terisin column 11 of th&ITSkeyword record. This specific ~ Each of these integers represents one of the 16 characters
initialization string is required by the encoding algonitide- in the final CHECKSUM keyword value. Note that if this byte
scribed in Secf._J 2 The final comment field of the keyword, stream is interpreted as 4 32-bit integers, the sum of tiee int
if any, must also be written at this time. It is recommended gers is equal to the original complemented checksum value.
that the current date and time be recorded in the commeBt Add 48 (hex 30), which is the value of an ASCII zero char-
field to document when the checksum was computed. acter, to each of the 16 integers generated in the previous
2. Accumulate the 32-bit 1's complement checksum over the step. This places the values in the range of ASCII alphanu-
FITS logical records that make up the HDU header in the meric characters '0’ (ASCII zero) to 'r’. Thisftset is dfec-
same manner as was done for the data records by interpret-tively subtracted back out of the checksum when the initial
ing each 2880-byte logical record as 720 32-bit unsigned in- CHECKSUM keyword value string of 16 ASCII Os is replaced
tegers. with the final encoded checksum value.
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0 1a 2% 3 4 5 53 6 3 7« 8 1 94 c D jj c¢c=9gh c A gh c¢c = gh

N 3 N 3b 3 = 3 73' 40 41 42 43 ¢ E j j ¢ g h ¢ B g h ¢ g h

< >% 7 @ A B c c Fjj ¢ gh ¢ Cgh c g h
D E s Fu Ga Has [ J K L« M . c Gjj c¢c:9gh ¢Dgh c : gh

N i Ou Ps Qs R Ss T Us Vs W final values ¢ H j j ¢ 9 g h ¢ E g h ¢ 9 g h

A .

X Y Ze | L e * _—5' ) ° aa final string "hcHjjc9ghcEghc9g” (rotate 1 place to the right)

be Ce deo € fo ge h [ I K o

e Me e 0w pe Gn T In this example byte B1 (originally ASCH) is shifted higher
Figure 1. Only ASCII alpha-numerics are used to encode the checksum — punctuation is eX‘IUdeEtO ASC” H) to balance byte BZ (originally ASCW) being

shifted lower (to ASCII9). Similarly, bytes B3 and B4 are
. - o ] shifted by opposing amounts. This is possible because tbe tw
4. Toimprove human readability and transcription of thegtr  sequences of ASCII punctuation characters that can occur in
eliminate any non-alphanumeric characters by consideriggcoded checksums are both preceded and followed by longer
the bytes a pair at a time (e.g., AdA2, A3 + A4, B1 + sequences of ASCII alphanumeric characters. This opertio
B2, etc.) and repeatedly increment the first byte in the pajlrely for cosmetic reasons to improve readability of thelfin
by 1 and decrement the 2nd byte by 1 as necessary until tgyng.
both correspond to the ASCII value of the allowed alphanu- This is how theS€HECKSUM andDATASUM keywords would
meric characters 0-9, A-Z, and a—z shown in Figure 1. Nag@pear in &ITS header (with the recommended time stamp in
that this operation conserves the value of the sum of thehe comment field).:
equivalent 32-bit integers, which is required for use irs thi
checksum application. DATASUM = '2503531142" ./ 2015-06-28T18:30:45
5. Cyclically shift all 16 characters in the string one plazthe CHECKSUM= 'hcHjjcoghcEghcdg” /' 2015-06-28T18:30:45
right, rotating the last character4) to the beginning of the
string. This rotation compensates for the fact that the fixetl. incremental Updating of the Checksum
formatFITScharacter string values are not aligned on 4-byte ) i
word boundaries in thEITSfile. (The first character of the The symmetry of 1's complement arithmetic also means that af

string starts in column 12 of the header card image, ratH&f modifying aFITS HDU, the checksum may be incremen-
than column 13). tally updated using simple arithmetic without accumulgtine

6. Write this string of 16 characters to the value of thehecksum for portions of the HDU that have not changed. The
CHECKSUM keyword, replacing the initial string of 16 ASCII "eéw checksum is equal to the old total checksum plus the eheck
Zeros. sum accumulated over the modified records, minus the otigina

checksum for the modified records.

To invert the ASCII encoding, cyclically shift the 16 char- An incremental update provides the mechanism for end-to-
acters in the encoded string one place to the left, subtrect £nd checksum verification through any number of intermediat
hex 30 dfset from each character, and calculate the checksii®cessing steps. Byalculatingather tharaccumulatinghe in-
by interpreting the string as four 32-bit unsigned integétis termediate checksums, the original checksum test is pedpelg
can be used, for instance, to read the valueHBECKSUM into the  through to the final data file. On the other hand, if a new check-
software when verifying or updating a HDU. sum is accumulated with each change to the HDU, no informa-

tion is preserved about the HDU's original state.

. The recipe for updating theHECKSUM keyword following
J.3. Encoding Example some change to the HDU i€’ = C — m + m', whereC
This example illustrates the encoding algorithm given itSe @ndC’ represent the HDU's checksum (that is, the complement
2 Consider &ITS HDU whose 1's complement checksunPf the CHECKSUM keyword) before. and after the modification
is 868229149, which is equivalent to he&8c0201D. This andmandm’ are the corresponding checksums for the mod-
number was obtained by accumulating the 32-bit checksdfigd FITSrecords or keywords only. Since tRHECKSUM key-
over the header and data records using 1's complement arfffrd contains the complement of the checksum, the correspon
metic after first initializing theCHECKSUM keyword value to lngly complemented form of the recipe is more dlr?ctly usefu
' 9000000000000000° . The complement of the accumulatedC’ = (C + M+ nY), where " (tilde) denotes the (1's) comple-
checksum is 3426738146, which is equivalent to @e3FDFE2. Ment operation. See Braden et al. (1988); Mallory & Kullberg
The steps needed to encode this hex value into ASCII are sh(ﬂﬁgo); Rijsinghani|(1994). Note that the tilde on the righnd

schematically below: side of the equation cannot be distributed over the contants
the parentheses due to the dual nature of zero in 1’'s compteme
Byte Preserve byte alignment arithmetic (Rijsingharli 1994)

A B CD Al B1 C1 D1 A2 B2 C2 D2 A3 B3 C3 D3 A4 B4 C4 D4

CC 3F DF E2 -> 33 OF 37 38 33 OF 37 38 33 OF 37 38 33 OF 37 38 J5. Example C Code forAccumulating the Checksum

+ remainder 0 3 3 2
— hex 33 12 3A 3A 33 OF 37 38 33 OF 37 38 33 OF 37 38 The 1's complement checksum is simple and fast to com-
+ 0 offset 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 pute. This routine assumes that the input records are a-multi
= hex 63 42 6A 6A 63 3F 67 68 63 3F 67 68 63 3F 67 68 ple 0f4 byteS_ Iong (aS IS the case fEfTS IOglCﬁI re_cora)s
ASCITI ¢ B j j ¢ ? gh c¢c?gh c?gh but it is not dificult to allow for odd length records if neces-

sary. To use this routine, first initialize tt@ECKSUM keyword
o h to ’0000000000000000° and initializesum32 = 0, then step
g h through all theFITSlogical records in the FITS HDU.

Eliminate punctuation characters
B j ] c ? gh ¢ ?2 gh ¢ ?
cC j 3 c >g h c @ g h c >

initial values ¢
c
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void checksum (
unsigned char *buf, /* Input array of bytes to be checksummed */

/* (interpret as 4-byte unsigned ints) */
int length, /* Length of buf array, in bytes */
/* (must be multiple of 4) */
unsigned int *sum32) /* 32-bit checksum */

N

Increment the input value of sum32 with the 1's complement sum
accumulated over the input buf array.

unsigned int hi, lo, hicarry, locarry, i;

/* Accumulate the sum of the high-order 16 bits and the */
/* low-order 16 bits of each 32-bit word, separately. */
/* The first byte in each pair is the most significant. */
/* This algorithm works on both big and little endian machines.*/
hi = (*sum32 >> 16);
lo = *sum32 & OxFFFF;
for (i=0; i < length; i+=4) {
hi += ((buf[i] << 8) + buf[i+1]);
lo += ((bufl[i+2] << 8) + buf[i+3]);
}

/* fold carry bits from each 16 bit sum into the other sum */
hicarry = hi >> 16;
locarry = lo >> 16;
while Chicarry || locarry) {

hi = (hi & OxFFFF) + locarry;

lo = (lo & OxFFFF) + hicarry;
hicarry = hi >> 16;
locarry = lo >> 16;

}

/* concatenate the full 32-bit value from the 2 halves */
*sum32 = (hi << 16) + lo;
}

J.6. Example C Code for ASCII Encoding

for (i=0; i < 16; i++) /* permute the bytes for FITS */
ascii[i] = asc[(i+15)%16];

ascii[l6e] = 0; /* terminate the string */

Appendix K: Header inheritance convention

This Appendix is not part of thHeITS standard, but is included
for informational purposes

The reserved boolearINHERIT keyword described in
Sect.[4.4P.6 is optional, but if presentsihall appear in the
extension header immediately after the mandatory keywords
The INHERIT keywordmust notappear in the primary header.
Keyword inheritance provides a mechanism to store keywiords
the primary HDU, and have them be shared by one or more ex-
tensions in the file. This mechanism minimizes duplicatimd(
maintenance) of metadata in multi-extension FITS files.

It shouldonly be used inFITS files that have a null pri-
mary array (e.g., witiiAXIS = @). to avoid possible confusion
if array-specific keywords (e.dBSCALE andBZERO) were to be
inherited.

When an application reads an extension header with
INHERIT = T, it should merge the keywords in the current ex-
tension with the primary header keywords. The exact merging
mechanism is left up to the application. The mandatory pryma
array keywords (e.gBITPIX, NAXIS, and NAXISn) and any
COMMENT, HISTORY, and blank keywords in the primary header
must notbe inherited. It is assumed also that the table-specific
keywords described in Se€i. V.2 dnd] 7.3, and the tablefgpeci
WCS keywords described in Selt. 8, cannot be inherited since

This routin<_a encodes the compler_nent of the 32-b'it HDU chedffrey will never appear in the primary header. If the same key-
sum value into a 16-character string. The byte alignmerhef tword is present in both the primary header and the extension
string is permuted one place to the right fiTSto left justify —header, the value in the extension heasteall take precedence.

the string value starting in column 12.

unsigned int exclude[13] = {0x3a, 0x3b, 0x3c, 0x3d, 0x3e, 0x3f, 0x40,
0x5b, 0x5c, 0x5d, Ox5e, Ox5f, 0x60 };

int offset = 0x30; /* ASCII O (zero) */
unsigned long mask[4] = { 0xff000000, 0xff0000, 0xff00, Oxff };

void char_encode (

unsigned int value, /* 1's complement of the checksum */
/* value to be encoded */
char *ascii) /* Output 16-character encoded string */

{
int byte, quotient, remainder, ch[4], check, i, j, k;
char asc[32];

for (i=0; i < 4; i++) {
/* each byte becomes four */
byte = (value & mask[i]) >> ((3 - i) * 8);
quotient = byte / 4 + offset;
remainder = byte % 4;
for (3=0; j < 4; j++)
ch[j] = quotient;

ch[0] += remainder;

for (check=1; check;) /* avoid ASCII punctuation */
for (check=0, k=0; k < 13; k++)
for (j=0; j < 4; j+=2)
if (ch[jl==exclude[k] || ch[j+1]==excludel[k]) {
ch[jl++;
ch[j+1]--;
check++;

}

for (3=0; j < 4; j++) /* assign the bytes */
asc[4*j+i] = ch[j];
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If INHERIT = F in an extension header, the keywords from the
primary headeshouldnot be inherited.

An application which merely reads a FITS file is authorized
by INHERIT = T to look in the primary HDU for an expected
keyword not found in the current HDU. However if the applica-
tion writes out a modified file, it has to be very careful to avoi
unwanted duplication of keywords, and preserve the separat
of primary and extension headers. If an application modifies
value of an inherited keyword while processing an extension
HDU, then it is recommended to write the modified value of
that keyword into the extension header, leaving the valubef
keyword in the primary header unchanged. The primary array
keywords should only be modified when the intent is to explic-
itly change the value that will subsequently be inheritethie
extensions.

Also if the FITS file is read in sequentially (e.g., from tape o
Internet downloads), the reader would need to cache theapyim
header in case it turns out that a later extension in the fis us
the INHERIT keyword.

Appendix L: Green Bank convention

This Appendix is not part of thelTS standard, but is included
for informational purposes

The Green Bank convention was developed at a meet-
ing in October 1989 at the US National Radio Astrononomy
Observatory in Green Bank, West Virginia, to discuss the use
of FITS for single dish radio astronomy data, and has sinea be
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widely used in conjunction with the SDFITS convenliéinit  cCalabretta, M. R. & Greisen, E. W. 2002, A&A, 395, 1077
was devised primarily to record WCS keywords independenplabretta, M. R. & Roukema, B. F. 2007, MNRAS, 381, 865
for each row of a table containing an image array column, bggtion. W. D., Tody, D. B., & Pence, W. D. 1995, AZAS, 113, 159

b v it has f d | licati otton, W. D., et al. 1990Going AIPS: A Programmer’s Guide to the NRAO
subsequently it has founa more general application. Astronomical Image Processing SysteéPharlottesville: NRAO

~ The basic idea is that of expanding header keywords int@utsch P. 1996, RFC 1951, Network Working Group; availablgine:
binary table columns, and vice versa, of collapsing unveyyi |http://tools.ietf.org/html/rfc1951
binary table columns into header keywords. Folkner, W. M., Williams, J. G., & Boggs, D. H. 2009, Interp&tary Network
For example the standard header keyWIH’ﬂE—OBS which Progress Report 42-178, available onlifettp://tmo.jpl.nasa.gov/
! . . ! . progress_report/42-178/178C.pdf
records the plate and time of observation, could be expanti®d iroikner, W. M. et al. 2014, Interplanetary Network Progrd@sport 42-
a column withTTYPEn = 'DATE-OBS’ to record the date and 196, available onlinéattp: //ipnpr. jpl.nasa.gov/progress_report/
time independently for each row of a binary table. ConvegrrselG 4,2-196E/1V9\>/6§L-gd;f ) ML R. 2002, AGA. 395. 1061
H H _ ’ H. reisen, . W. alabretta, M. R. y , y
a binary table column Wit TYPEn = *HUMIDITY' CONaiNiNg ¢ el £' W/ Cajabretta, M. R., Valdes, F. G., & Allen, S2006, A&A, 446,
the same value in each row, could be collapsed into a keywordy,
HUMIDITY, that recorded the constant yalue. Greisen, E. W. & Harten, R. H. 1981, A&AS, 44, 371
When the Green Bank convention is used (and arguably offresbel, P., Harten, R. H., Greisen, E. W., & Wells, D. C. 1988AS, 73, 359
erwise) a keyword should not coexist with a column of the sanfgosbel, P. & Wells, D. C. 1998locking of Fixed-block Sequential Media and

s : : . . : Bitstream Deviceshttp://fits.gsfc.nasa.gov/blocking94.html
name within a single binary table. Should this situationuscc Hanisch, R., et al. 2001, A&A, 376, 359

the column value takes precedence over the keyword. Harten, R. H., Grosbal, P., Greisen, E. W., & Wells, D. C. 1988AS, 73, 365
When expanding keywords into columns, the Green Bamku 1983, Transactions of the IALXVIIIB, 45
convention applies to all FITS keywords that may apAU 1988, Transactions of the IALXXB, 51

; ; ; U 1997, Resolution B1 of the XXIlIrd General Assembly — fis&ctions of the
p?]arhmd a b.ltr)]aryh table except fOI(’j th.e fOILOWInbg.’ e t()JlltA IAU Vol. XXIII B, Ed. J. Andersen, (Dordrecht: Kluwer). Avible online:
wnic escribe the structure or identity of a binary table httpy/www.iau.orgstatigresolutiond AU1997_French.pdf

HDU: XTENSION, BITPIX, NAXIS, NAXISn, PCOUNT, GCOUNT, |EEE 1985American National Standard — IEEE Standard for Binary Fingt
TFIELDS, EXTNAME, EXTVER, EXTLEVEL, TTYPEn, TFORMn, Point Arithmet!c ANSI/IEEE 754-1985, New York: American National
TUNITn, TSCALn, TZEROn, TNULLn, TDISPn, THEAP, TDIMn, Standards Institute, Inc.

Irwin, A. W. & Fukushima, T. A. 1999, A&A348, 642
DATE, ORIGIN, COMMENT, HISTORY, CONTINUE, andEND. ISO 2004,Information technology — Programming languages — Fortri®0/

In ordgr to collapse a column into a Keyword, the name of the |ec 1539-1:2004, Geneva: International Organization tan8ardization
column (given byITYPEn) must be a valid keyword hame, andSo 2004b, International Standard ISO 8601:2004(®ta elements and in-
the column’s constant value must be amenable to repreim‘ntat terchange formats — Information interchange — Representatf dates and
as a valid keyvalue. times

. . NASA/JPL Planetary Ephemerides 2014a, available ontinep: //ssd. jpl.
Software that implements the Green Bank convention must,, <, sov,7ephemerides

take into account the_ pOSS_ibi"ty that any “keyword” (afaoin  NASA/JPL Solar and Planetary Ephemerides 2014b, availableeohfinp: //
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. . . : https://tools.ietf.org/html/rfcl141
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http://fits.gsfc.nasa.gov/registry/tiletablecompression.
References html
. ] Ponz, J. D., Thompson, R. W., & Mufioz, J. R. 1994, A&AS, 10, 5
Note: Many of theseFITS references are available electronically from therice R. F., Yeh, P.-S., & Miller, W. H. 1993, in Proc. 9th AlA@omputing in
NASA Astrophysics Data System (ADS) gbdtheFITS Support Gfice web Aerospace Conf., AIAA-93-4541-CP, American Institute afrAnautics and

sites at Astronautics
http://ac.lswww.harvard.edu an.d . Rijsinghani, A. (ed.) 1994, IETF RFC 1624,
http://fits.gsfc.nasa.gov/fits_documentation.html. https://tools.ietf.org/html/rfc1624

Rots, A. H., Bunclark, P. S., Calabretta, M. R., Allen, S.Manchester, R. N.
& Thompson, W. T. 2015, A&A, 574, A36
Allen, S. & Wells, D. 2005, IETF RFC 4047, Schmitz, M., et al. 1999nformation& On-line data in Astronomyeds. D. Egret

http://www.ietf.org/rfc/rfc4047.txt ) ) & M. A. Albrecht (Kluwer Academic Pub.), 259
ANSI 1977,American National Standard for Information Processingdédor  siandish, E. M. 1990, A&A, 233, 252

Information InterchangeANSI X3.4-1977 (ISO 646) New York: American giandish, E. M. 1998, JPL Memo IOM 312.F-98-048

National Standards Institute, Inc. _ Wells, D. C., Greisen, E. W., & Harten, R. H. 1981, A&AS, 44336

Braden, R. T, Borman, D.A,, and Partridge, C. 1988 ACM Cotepu \yelis, D. C. & Grosbgl, P. 199Gloating Point Agreement foFITS http://
Communication Review, 19, no. 2, 86, IETF RFC 1071, fits.gsfc.nasa.gov/fp89.txt
https://tools.ietf.org/html/rfc1871 White, R. L. 1992, in Proceedings of the NASA Space and EartrBe Data

Bradner, S. 1997, IETF RFC 211Bttp://www.ietf.org/rfc/rfc2119. Compression Workshop, ed. J. C. Tilton, Snowbird, UT; ai#é online:
txt ) _ https://archive.org/details/nasa_techdoc_19930016742

Bunclark, P. & Rots, A. 1997Precise re-definition 0PATE-OBS Keyword en- \white, R. L., & Greenfield, P. 1999, in ADASS VIII, ASP Conf.1S&72, eds.
compassing the millenniym D. M. Mehringer, R. L. Plante, & D. A. Roberts (San Francisa&P), 125
http://fits.gsfc.nasa.gov/year2000.html White, R. L., Greenfield, P., Pence, W., Tody, D. & Seaman, ®.32Tiled

Image Convention for Storing Compressed | es in FITSrBimable
17 http://fits.gsfc.nasa.gov/registry/sdfits.html mage Lonvention for >toring --ompressed fmages | ia s

65


http://adswww.harvard.edu
http://fits.gsfc.nasa.gov/fits_documentation.html
http://www.ietf.org/rfc/rfc4047.txt
https://tools.ietf.org/html/rfc1071
http://www.ietf.org/rfc/rfc2119.txt
http://www.ietf.org/rfc/rfc2119.txt
http://fits.gsfc.nasa.gov/year2000.html
http://fits.gsfc.nasa.gov/registry/sdfits.html
http://tools.ietf.org/html/rfc1951
http://tmo.jpl.nasa.gov/progress_report/42-178/178C.pdf
http://tmo.jpl.nasa.gov/progress_report/42-178/178C.pdf
http://ipnpr.jpl.nasa.gov/progress_report/42-196/196C.pdf
http://ipnpr.jpl.nasa.gov/progress_report/42-196/196C.pdf
http://fits.gsfc.nasa.gov/blocking94.html
http://ssd.jpl.nasa.gov/?ephemerides
http://ssd.jpl.nasa.gov/?ephemerides
http://ssd.jpl.nasa.gov/?planet_eph_export
http://ssd.jpl.nasa.gov/?planet_eph_export
https://tools.ietf.org/html/rfc1141
http://dl.acm.org/citation.cfm?id=63042
http://fits.gsfc.nasa.gov/registry/tiletablecompression.html
http://fits.gsfc.nasa.gov/registry/tiletablecompression.html
https://tools.ietf.org/html/rfc1624
http://fits.gsfc.nasa.gov/fp89.txt
http://fits.gsfc.nasa.gov/fp89.txt
https://archive.org/details/nasa_techdoc_19930016742

66

FITS Support @rice; available onlinehttp://fits.gsfc.nasa.gov/
registry/tilecompression.html

Ziv, J., & Lempel, A. 1977, IEEE Transactions on Informatidheory, 23 (3),
337

66


http://fits.gsfc.nasa.gov/registry/tilecompression.html
http://fits.gsfc.nasa.gov/registry/tilecompression.html

Index

Nits, 13,[12[T¥

angular unitd, 10,30

ANSI, 3,55

ANSI, IEEE 1826

array descriptof, 22=2%, 6128

array size[ T2, 17

array value[ [, 14, 14,20

array, multi-dimensiondl] 5, 2&, /9,130,158
array, variable-length] [, P4, 7.128] 58
ASCII charactef, 13,16, 18, PI. 155
ASCII table[18

ASCII text,[3[4[ TR 21, 25, b5
ASCII, ANSI,[65

AUTHOR,[13

binary table[ ¥ 16, 22, 54
BITPIX, 11,12 [T4[T6=18.22
BLANK, 4] [1d

blocking [

BSCALE,[13[16

BUNIT, [14

byte order H,_1i6, 25, 26
BZERO/[13[16

case sensitivity, 6] 7,10, 19,122
character strind,] 8] 7, 20, 144,125
checksuni 19,45, 8. 10.161164
COMMENT,E,[13

complex datd 14,19, 28, P6. 27
compressed binary tablés]#7] 64] 61
compressed imagds,]44] 64] 61
compression algorithmis, 44,149
compression, lossly, #7
conforming extensiom) 835
CONTINUE,[8/[T[61

coordinate systemis, 28

DATAMAX, 4]

DATAMIN, [4]

DATE,[12,[42

DATE-OBS[13[4P

DATExxxx,[13,[42

deprecatd,|8]4] 6] 8. 1Z.116] 21] P9 [32, 34
dithering[46

durations[ 4B

END, 5,11 [IVET9, 22,28
EPOCH[3%4

EQUINOX,[32

EXTEND,[12
extension 1334, 14,16, H8.160
extension registration] B, 111
extension type namgl B,[5,111] 14
extension, conforming] 81-5
extension, standard, [, 5
EXTLEVEL,[I5

EXTNAME, 14

EXTVER,[14

field, empty[ 2P 24, 26

file size[4

fill, B (6} 17,17 (18210, 21, 24, P5. P8
FITS structurd 14,1416, 12
floating-point[B[ZH, 55
floating-pointFITS agreemenk,_85
floating-point, complex.]9, 26
format, datal_1l6

format, fixed[¥

format, free[ V[ 8, 532

format, keywordd,17
Fortran[B[IPE21, 24, 65

GCOUNT/T1[TP[T7=19, 22
Green Bank conventiop, B0,161.164
group parameter valug],[3.117]18
GROUPS[1K

GTl tables[4B

GZIP compressioi, 50

H-compress algorithni, 50

HDU, 3,11

HDU, extension, 3,14

HDU, primary[3£b

header space, preallocatifn] 61
heap[ BTN 22-24. 6128
HISTORY,[G[13
hyphen[6[ 19, 23,30, 84

IAU, ] B,[65

IAU Style Manual[10[ 65
IAUFWG, [1,[3[B[T1[ 29, 40,58
IEEE floating-point_1b

IEEE special value§] £, 14,116,155
image extensiof, 18
INHERIT,[I5,[61[64
INSTRUME,[13

integer, 16-bif_1d, 25

integer, 32-bi_1d, 2%, 26

integer, 64-bit_1d, 26

integer, 8-bit[ TH, 25

integer, complexX,]8

integer, unsigne@ 14, 116,123.125] 26
ISO-8601 datd, 36

JD,[36

keyword record, 4,16

keyword, commentar] 6,13

keyword, indexed. 14,6, 11

keyword, mandatorj] 6] 7. 10, 116,118) PZ] 54
keyword, new_Ib

keyword, ordef, 111, 16,18

keyword, required,]4, 10,10 16,118 22] &4, 47
keyword, reserved] £, 12 1[7319] P2 B0,[32[42[ 44, 49, 54

keyword, valid characters] 6
logical value[8[2H, 26

magnetic tapé,l6



68

min and max in columns, keywords,]20] 24] 61

MJD,[38

NaN, IEEE[I6[2H. 5%.56

NAXIS, @, 5,112 1A=19, 22
NAXIS1, 17,1921 24, 24,25, 78
NAXIS2,[19,[21[ 2P 24, 2%, 28
NAXISn,[4,[B,11 TP 17,18
NULL, ASCII, Bl[28

OBJECT[IB
OBSERVER[IB

order, byte[ H,_116, 25, 26
order, extensiong] 5

order, keyword, 18, 11, 16,18
order,FITSstructured, 4
ORIGIN,[12

PCOUNTLI1[ 1M, T7-19, 2P, P8
phase 42

physical valud 13141417, 8120 23
PLIO compressior, 50

primary data array, ]335, 116918
primary headef]Z 4 1L 16
PSCALN[IT[1B

PTYPEN[IV[ 1B

PZERON[IIM_18

guantization of daté, 46, 61

random group$,]8, 14,116
random groups arraly, 117
REFERENC[IB

repeat counfl4, 22, P5

Rice compressiof, 49

scaling, datd, 17,18, 20,123
sign bit[16

sign charactef]8, 21
SIMPLE,[B[I1[1b
slash[6[_1I0

solar system ephemeliis;]40
special record§] 835
special values, IEEIE, 26
standard extension] 4], 5

TABLE, 18

TBCOLN,[I9

TDIMn,

TDISPn[20[ 2B
TELESCOP 1B
TFIELDS,[1I9[22
TFORMN,[IO[ 2P 29=37
THEAP,[Z3[28

time,[12[ 1334, 36

time keywords 411

time referencd, 38

time reference directiof, 40
time reference positiof, B8, 139
time resolution[ 41

time scalel 31,38

time units[40[41

time, universal_14,37

68

timelag[42

TIMESYS,[37

TNULLN, 20,[21[238[2H, 26
TSCALN,[20[23[ 2B
TTYPEN[I9[Z2P
TUNITN,[20,23

two's complemenf 16, 25, 26
TZERON[20[2B 28

underscord,]6. 19, 23
units,[4[T0[ T, 20, 28,380,185

value [6[7[IR
value, undefined €] 7, 14.116,120] 211 23, 59

variable length arrays, compressibn], 49

variable-length arraj] [ P4, J7.128] 58

WCS 28

WCS, celestial[ 33
WCS, spectral,_34
WCS, timing[36[ 61

XTENSION, 3[BT T4, 18,22



	Contents
	Introduction
	Brief history of FITS
	Version history of this document
	Acknowledgments

	Definitions, acronyms, and symbols
	Conventions used in this document
	Defined terms

	FITS file organization
	Overall file structure
	Individual FITS Structures
	Primary header and data unit
	Primary header
	Primary data array

	Extensions
	Requirements for conforming extensions
	Standard extensions
	Order of extensions

	Special records (restricted use)
	Physical blocking
	Bitstream devices
	Sequential media

	Restrictions on changes

	Headers
	Keyword records
	Syntax
	Components

	Value
	Character string
	Logical
	Integer number
	Real floating-point number
	Complex integer number
	Complex floating-point number
	Date

	Units
	Construction of units strings
	Units in comment fields

	Keywords
	Mandatory keywords
	Other reserved keywords
	Additional keywords


	Data Representation
	Characters
	Integers
	Eight-bit
	Sixteen-bit
	Thirty-two-bit
	Sixty-four-bit
	Unsigned integers

	IEEE-754 floating point
	Time

	Random groups structure
	Keywords
	Mandatory keywords
	Reserved keywords

	Data sequence
	Data representation

	Standard extensions
	Image extension
	Mandatory keywords
	Other reserved keywords
	Data sequence

	The ASCII table extension
	Mandatory keywords
	Other reserved keywords
	Data sequence
	Fields
	Entries

	Binary table extension
	Mandatory keywords
	Other reserved keywords
	Data sequence
	Data display
	Variable-length arrays
	Variable-length-array guidelines


	World coordinate systems
	Basic concepts
	World coordinate system representations
	Alternative WCS axis descriptions

	Celestial coordinate system representations
	Spectral coordinate system representations
	Spectral coordinate reference frames

	Conventional coordinate types

	Representations of time coordinates
	Time values
	ISO-8601 datetime strings
	Julian and Besselian epochs

	Time coordinate frame
	Time scale
	Time reference value
	Time reference position
	Time reference direction
	Solar System Ephemeris

	Time unit
	Time offset, binning, and errors 
	Time offset
	Time resolution and binning
	Time errors

	Global time keywords
	Other time coordinate axes
	Durations
	Recommended best practices
	Global keywords and overrides
	Restrictions on alternate descriptions
	Image time axes


	Representations of compressed data
	Tiled Image Compression
	Required Keywords
	Other Reserved Keywords
	Table Columns

	Quantization of Floating-Point Data
	Dithering Algorithms
	Preserving undefined pixels with lossy compression

	Tiled Table Compression
	Required Keywords
	Procedure for Table Compression
	Compression Directive Keywords
	Other Reserved Keywords
	Supported Compression Algorithms for Tables
	Compressing Variable-Length Array Columns

	Compression Algorithms
	Rice compression
	GZIP compression
	IRAF/PLIO compression
	H-Compress algorithm


	Syntax of keyword records
	Suggested time scale specification
	Summary of keywords
	ASCII text
	IEEE floating-point formats
	Basic formats
	Single
	Double

	Byte patterns

	Reserved extension type names
	Standard extensions
	Conforming extensions
	Other suggested extension names

	MIME types
	MIME type `application/fits'
	Recommendations for application writers

	MIME type `image/fits'
	Recommendations for application writers

	File extensions

	Past changes or clarifications to the formal definition of FITS
	Differences between the requirements in this standard and the requirements in the original FITS papers.
	List of modification to the FITS standard, version 3
	List of modifications to the latest FITS standard

	Random Number Generator
	CHECKSUM Implementation Guidelines
	Recommended CHECKSUM Keyword Implementation
	Recommended ASCII Encoding Algorithm
	Encoding Example
	Incremental Updating of the Checksum
	Example C Code for Accumulating the Checksum
	Example C Code for ASCII Encoding

	Header inheritance convention
	Green Bank convention
	References / Index

