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1

1. Introduction an image interchange format was raised at a meeting of the
Astronomy section of the U.S. National Science Foundation i
January 1979, which led to the formation of a task force tokwor
> . ; on the problem. Most of the technical details of the first tbasi
scription device, neither the software nor the hardware  g1q agreement (with files consisting of only a primary header
that Wrote: the dqta W'". be_ "?Va"ab'e when the d_ata followed by a data array) were subsequently developed by Don
are read.'Preservmg SQ'em'f'C Data on our Physical Wells and Eric Greisen (NRAO) in March 1979. After further
Universe, p. 60. Steering Committee for the Study | ofinements, and successful image interchange tests betbee
'(I)'n tr?e. L(l)ng-TerrS Refterk]]tlon OL Sellected Scientific and servatories that used widelyffrent types of computer systems,
echnical Records of the Federal Government, [US] the first papers that defined tRéTS format were published in
National Research Council, National Academy Press 1981 (Wells et al. 1981; Greisen & Harten 1981). Hi€Sfor-
1995. mat quickly became the de facto standard for data interahang

within the astronomical community (mostly on nine-trackgna

This document, hereafter referred to as the ‘Standard’, dgatic tape at that time), and wasfioially endorsed by the 1AU
scribes the Flexible Image Transport SystefiTg), which is 31982 (IAU [1988). Most national and international astnoro
the standard archival data format for astronomical data. S§tg| projects and organizations subsequently adoptedrths
Although FITS was originally designed for transporting imag&ormat for distribution and archiving of their scientifictdarod-

data on magnetic tape (which accounts for the ‘I' and T" ie thy;cts. Some of the highlights in the developmental histofio5
name), the capabilities of tH8 TS format have expanded to ac-are shown in Tablgl 1.

commodate more-complex data structures. The rol D8 has

also grown from simply a way to transport data betwedfedi

ent analysis software systems into the preferred formaddta 1.2. Version history of this document

in astronomical archives, as well as the on-line analysiné o .
used by many software packages. The fgndamental qef|n|t|on of. thEITS format was originally

This standard is intended as a formal codification of tHgontained in a series of published papers (Wells et.al. 11981;
FITS format, which has been endorsed by the Internatior@feisen & Harten | 1981; Grosbglefal._1988; Harten et al.
Astronomical Union (IAU) for the interchange of astronoatic 1988). ASFITS became more widely used, the need for a sin-
data (AU [198B). It is fully consistent with all actions and-e gle document to unambiguously define the requirements of the
dorsements of the IABITSWorking Group (IAUFWG), which FITS format became apparent. In 1990, the NASA Science
was appointed by Commission 5 of the 1AU to oversee furth&tffice of Standards and Technology (NOST) at the Goddard
development of th&ITS format. In particular, this standard de-Space Flight Center provided funding for a technical paoel t
fines the organization and content of the header and dafanit develop the first version of this Standard document. As shown
all standardFITSdata structures: the primary array, the randoni® Table[2, the NOST panel produced several draft versions,
groups structure, the image extension, the ASCII-tablerext culm_matmg in the first NOST standard document, NOST 100-
sion, and the binary-table extension. It also specifiesmmina  1-0, in 1993. Although this document was developed under a
structural requirements and general principles govertiagre- NASA accreditation process, it was subsequently formaply a
ation of new extensions. For headers, it specifies the psyper prov_ed by the IAUFWG, which is the international control au-
tax for keyword records and defines required and reserved k&ority for theFITSformat. The small update to the Standard in
words. For data, it specifies character- and numeric-vapeer 1995 (NOST 100-1.1) added a recommendation on the physical
sentations and the ordering of contents within the bytasire Units of header keyword values.

One important feature of thEITS format is that its struc- ~ The NOST technical panel was convened a second time to
ture, down to the bit level, is completely specified in docntse make further updates and clarifications to the Standarditres
(such as this standard), many of which have been publishedng in the NOST 100-2.0 version, which was approved by the
refereed scientific journals. Given these documents, whieh |AUFWG in 1999 and published in 2001 (Hanisch etlal. 2001).
readily available in hard copy form in libraries around therld  In 2005, the IAUFWG formally approved the variable-length
as well as in electronic form on the Internet, future redears array convention in binary tables, and a short time later ap-
should be able to decode the stream of bytes inFdfBformat  proved support for the 64-bit integers data type. New versio
data file. In contrast, many other current data formats ahg o®f the Standard were released to reflect both of these changes
implicitly defined by the software that reads and writes thesfi (Versions IAUFWG 2.1 and IAUFWG 2.1D).

If that software is not continually maintained so that it d¢an In early 2007 the IAUFWG appointed its own technical panel
run on future computer systems, then the information erttod® consider further modifications and updates to the Stahdar
in those data files could be lost. The changes proposed by this panel, which were ultimately ap
proved in 2008 by the IAUFWG after a formal public review
process, are shown in the Version 3.0 of the document, fhddlis
inlPence et all (2010).

The FITS format evolved out of the recognition that a standard Since 2006 a Registry fé1l TS conventions submitted by the
format was needed for transferring astronomical images fracommunity was established under the care of the IAUFWG at
one research institution to another. The first prototypeeevhttp://fits.gsfc.nasa.gov/fits_registry.html, The
opments of a universal interchange format that would evenfRegistry was intended as a repository of documentation -of us
ally lead to the definition of th&ITS format began in 1976 be- ages, which, although not endorsed as part oFlfi& Standard,
tween Don Wells at KPNO and Ron Harten at the Netherlandse otherwise perfectly legal usagesrfS. In 2014 a small
Foundation for Research in Astronomy (NFRA). This need feeam was formed to evaluate the possible incorporationrogso

An archival format must be utterly portable and self-
describing, on the assumption that, apart from the tran-

1.1. Brief history of FITS


http://fits.gsfc.nasa.gov/fits_registry.html

Table 1: Significant milestones in the developmerfEGfS.

Date  Milestone Section
1979 InitialFITSAgreement and first interchange of files

1981 Published original (single HDU) definition (Wells et 4981)

1981  Published random-groups definition (Greisen & Hart8g1} Sect b
1982 Formally endorsed by the IAU (IAU_1983)

1988 Defined rules for multiple extensions (Grosbgl et aB8)9

1988 IAUFITSWorking Group (IAUFWG) established

1988 Extended to include ASCII-table extensions (Harteal.e1988) Secf 712
1988 Formal IAU approval of ASCII tables (IAU_1988) Sdct]7.2
1990 Extended to include IEEE floating-point data (Wells &8&yel 1990) Sedi. 5.3
1994 Extended to multiplEMAGE-array extensions (Ponz et al. 1994) Skecil 7.1
1995 Extended to binary-table extensions (Cotton et al.5199 Sect[7Z.B
1997 Adopted four-digit-year date format (Bunclark & Rot397) Sect 4.4]2
2002 Adopted proposals for world-coordinate systems gere& Calabretta 2002) Se[i. 8
2002 Adopted proposals for celestial coordinates (Catb8eGreisen 2002) Sedi. 8.3
2004 Adopted MIME types foFITSdata files (Allen & Wells_2005) App1G
2005 Extended to support variable-length arrays in binainies Secf 735
2005 Adopted proposals for spectral-coordinate systemsigén et al. 2006) Sefi 8.4
2005 Extended to include 64-bit integer data type $ecids.2.
2006 Adopted WCS HEALPIx projection (Calabretta & Rouken@0?) Sect 813
2006 Establishe8ITSconvention registry

2014  Adopted proposals for time coordinates (Rots et al.5p01 Sect[®
2016  Adopted proposals for compressed data Sect[1ID
2016 Adopted various registered conventions App.[H3
2018 General language editing App.[HZ

conventions within the Standard, while another small teaas wwebsite also contains the contact information for the Ghair
in charge to update the Standard document with a summaryofthe IAUFWG, to whom any questions or comments regarding

Table 2: Version history of the Standard.

\ersion Date Status

NOST 100-0.1 1990 December  First Draft Standard

NOST 100-0.2 1991 June Second Revised Draft Standard
NOST 100-0.3 1991 December  Third Revised Draft Standard
NOST 100-1.0 1993 June NOST Standard

NOST 100-1.1 1995 September  NOST Standard

NOST 100-2.0 1999 March NOST Standard

IAUFWG 2.1 2005 April IAUFWG Standard

IAUFWG 2.1b 2005 December |IAUFWG Standard

IAUFWG 3.0 2008 July IAUFWG Standard

IAUFWG 4.0 2016 July IAUFWG Standardapproved)
IAUFWG 4.0 2018 August IAUFWG Standard (language-edited)

the WCS time representation (Rots et al. _2015), which in thleis Standard should be addressed.
meanwhile had been voted natively as part offHES Standard.

1.3. Acknowledgments

Details on the conventions that have been incorporated into

this latest version of the Standar@O§TINUE long-string key- The members of the three technical panels that produced this
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age and table compression) or only briefly mentioned (ke
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2. Definitions, acronyms, and symbols

2.1. Conventions used in this document

3

ASCIl text The restricted set of ASCII characters decimal 32
through 126 (hexadecimal 20 through 7E).

BasicFITS The FITS structure consisting of the primary
header followed by a single primary data array. This is also
known as Single Imag€&ITS (SIF), as opposed to Multi-
ExtensionFITS (MEF) files that contain one or more exten-
sions following the primary HDU.

Big endian The numerical data format used KHTS files in
which the most-significant byte of the value is stored first
followed by the remaining bytes in order of significance.

Bit A single binary digit.

Byte An ordered sequence of eight consecutive bits treated as a
single entity.

Card image An obsolete term for an 80-character keyword
record derived from the 80-column punched computer cards
that were prevalent in the 1960s and 1970s.

Character string A sequence of one or more of the restricted
set of ASCII-text characters, decimal 32 through 126 (hex-
adecimal 20 through 7E).

Conforming extension An extension whose keywords and or-
ganization adhere to the requirements for conforming exten
sions defined in Sedt._3.4.1 of this Standard.

Data block A 2880-byteFITS block containing data described
by the keywords in the associated header of that HDU.

Deprecate To express disapproval of. This term is used to refer
to obsolete structures thahould notbe used in newITS
files, but whichshall remain valid indefinitely.

Entry A single value in an ASClI-table or binary-table standard
extension.

Extension A FITSHDU appearing after the primary HDU in a
FITSfile.

Extension type nameThe value of theXTENSION keyword,
used to identify the type of the extension.

Terms or letters set iourier typeface represent literal Field A component of a larger entity, such as a keyword record

strings that appear iRITSfiles. In the case of keyword names,
such asNAXISn, the lower-case letter represents a positive in-

or a row of an ASClII-table or binary-table standard exten-
sion. A field in a table-extension row consists of a set of

teger index number, generally in the range 1 to 999. The em- zero-or-more table entries collectively described by glsin

phasized wordsust, shall, should, may, recommendedand

format.

optionalin this document are to be interpreted as described fiile A sequence of one or more records terminated by an end-

IETF standard, RFC 2110 (Bradner 1997).

2.2. Defined terms

. Used to designate an ASCII space character.
ANSI American National Standards Institute.

of-file indicator appropriate to the medium.

FITS Flexible Image Transport System.

FITSblock A sequence of 2880 eight-bit bytes aligned on
2880-byte boundaries in tdTSfile, most commonly either
a header block or a data block. Special records are another
infrequently used type d¥ITSblock. This block length was

Array A sequence of data values. This sequence corresponds tochosen because it is evenly divisible by the byte and word

the elements in a rectilinear;dimensional matrix (I n <

999, orn = 0 in the case of a null array).

Array value The value of an element of an array ifr& Sfile,
without the application of the associated linear transérm

tion to derive the physical value.

ASCIl American National Standard Code for Information

Interchange.

lengths of all known computer systems at the tiRhi€Swas
developed in 1979.
FITSfile Afile with aformatthat conformsto the specifications
in this document.
FITSstructure One of the components of TS file: the pri-
mary HDU, the random-groups records, an extension, or,
collectively, the special records following the last exdiem.

ASCII character Any member of the seven-bit ASCII characF1TS Support Office The FITS information website that is

ter set.

ASCII digit One of the ten ASCII characters ‘0’ through ‘9’

maintained by the IAUFWG and is currently hosted at
http://fits.gsfc.nasa.gov.

which are represented by decimal character codes 48 throdddating point A computer representation of a real number.

57 (hexadecimal 30 through 39).

Fraction The field of the mantissa (or significand) of a floating-

ASCIINULL The ASCII character that has all eight bits setto  point number that lies to the right of its implied binary poin

Zero.

ASCII space The ASCII character for space, which is repre-

sented by decimal 32 (hexadecimal 20).

Group parameter value The value of one of the parameters
preceding a group in the random-groups structure, without
the application of the associated linear transformation.


http://fits.gsfc.nasa.gov

4

HDU Header and Data Unit. A data structure consisting of 8IF Single Image-ITS i.e., aFITSfile containing only a pri-
header and the data the header describes. Note that an HDUmary HDU, without any extension HDUs. Also known as
mayconsist entirely of a header with no data blocks. BasicFITS

Header A series of keyword records organized within one aBpecial records A series of one or morelTSblocks following
more header blocks that describes structuregoamihta that the last HDU whose internal structure does not otherwise

follow it in the FITSfile. conform to that for the primary HDU or to that specified for
Header block A 2880-byteFITS block containing a sequence a conforming extension in this Standard. Any use of spe-

of thirty-six 80-character keyword records. cial records requires approval from the IAUTS Working
Heap The supplemental data area following the main data table Group.

in a binary-table standard extension. Standard extension A conforming extension whose header and
IAU International Astronomical Union. data content are completely specified in Sé¢t. 7 of this
IAUFWG International Astronomical UniorFITS Working Standard, namely, an image extension, an ASClII-table ex-

Group. tension, or a binary-table extension.

IEEE Institute of Electrical and Electronic Engineers.
IEEE NaN IEEE Not-a-Number value; used to represent unde-
fined floating-point values ifITSarrays and binary tables. 3. FITS file organization
IEEE special values F_Ioatmg-pomt numt_)er byte patternsg_l_ Overall file structure
that have a special, reserved meaning, such-@&s+oo,
+underflow, +overflow, +denormalized, +NaN. (See A FITSfile shallbe composed of the followingI TS structures,
AppendiXE). in the order listed:
Indexed keyword A keyword name that is of the form of a
fixed root with an appended positive integer index number. — Primary header and data unit (HDU).
Keyword name The first eight bytes of a keyword record, — Conforming Extensionsoptiona).
which contain the ASCII name of a metadata quantity (un— Other special recordeptional restricted).

less it is blank).

Keyword record An 80-character record in a header block corf? FITSfile composed of only the primary HDU is sometimes

sisting of a keyword name in the first eight characters foggferred to as a BasiEITSfile, or a Single Imagé&ITS (SIF)

lowed by anoptional value indicator, value, and commen ile, and aFITSfile containing one or more extensions following
string. The keyword recordhall be c1ompos,ed only of the the primary HDU is sometimes referred to as a Multi-Extensio

restricted set of ASCII-text characters ranging from detim™! TS (MEF) file. i ,
32 to 126 (hexadecimal 20 to 7E). EachFITS structureshall consist of an integral number of

Mandatory keyword A keyword thatmustbe used in alFITS FITS blocks, which are each 2880 bytes (23040 bits) in length.

files or a keywordrequired in conjunction with particular The p.rimary HDUshaIIstart with the firstFITS block of the
FITSstructures. FITSfile. The firstFITS block of each subsequeRtTS struc-

Mantissa Also known as significand. The component of atureshallbe theFITS_bIockimmediatelyfollowingthe lagtITS
IEEE floating-point number consisting of an explicit or imPlock of the precedingITSstructure.

plicit leading bit to the left of its implied binary point arad This Standard neither imposes a limit on the total size of a

fraction field to the right. FITSfile, nor on the size of an individual HDU within BITS
MEF Multi-ExtensionFITS, i.e., aFITSfile containing a pri- file. Software packa.ge.s that read or write daj[a acco_rdlnglsbot

mary HDU followed by one or more extension HDUS. Standard could be limited, however, in the size of files that a

NOST NASA/Science @ice of Standards and Technology. supported. In particular, ssgme software systems haveriuatly
Physical value The value in physical units represented by afnly supported files up to 2bytes in size (approximatelyPx
element of an array and possibly derived from the array valdg’ bytes).
using the associated, boptional linear transformation.
Pixel Short for ‘Picture element’; a single location within ang > nqgividual FITS Structures

array. . _ .

Primary data array The data array contained in the primarylhe primary HDU and every extension HD$hallconsist of
HDU. one or more 2880-byte header blocks immediately followed by

Primary HDU The first HDU in aFITSfile. an optional sequence of associated 2880-byte data blocks. The

Primary header The first header in &I TSfile, containing in- header blockshall contain only the restricted set of ASCII-text
formation on the overall contents of the file (as well as on trgharacters, decimal 32 through 126 (hexadecimal 20 through
primary data array, if present). 7E). The ASCII control characters with decimal values lassit

Random Group A FITSstructure consisting of a collection of32 (including the null, tab, carriage return, and line-febdrac-
‘groups’, where a group consists of a subarray of data andiedgis), and the delete character (decimal 127 or hexade@iR)al
set of associated parameter values. Random groups are degst noappear anywhere within a header block.
recated for any use other than for radio interferometry.data

Record A sequence of bits treated as a single logical entity.

Repeat count The number of values represented in a field in ‘2’1’3' Primary header and data unit

binary-table standard e_xtension. The first component of &ITS file shallbe the primary HDU,
Reserved keyword An optional keyword thatmustbe used which always contains the primary header analybe followed
only in the manner defined in this Standard. by the primary data array. If the primary data array has zero

length, as determined by the values of N&XIS andNAXISn
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The individual data valueshall be stored in big-endian byte or-
der such that the byte containing the most-significant Hitb@
value appears first in thelTS file, followed by the remaining
bytes, if any, in decreasing order of significance.

A 1,...,1),
AR, 1,...,1),

A(NAXISI, 1, ..., 1),

AL 2,...,1), '
Agz, 2,..., 13, 3.4. Extensions

3.4.1. Requirements for conforming extensions

A(NAXIST, 2,..., 1), All extensions, whether or not further described in thisy\@t&d,

3 shallfulfill the following requirements to be in conformance
A(1, NAXIS2, ..., NAXISm), with this FITS Standard. New extension typsisouldbe created

) only when the organization of the information is such thaait-
not be handled by one of the existing extension type&ITS
file that contains extensions is commonly referred to as dimul
extensiorFITS (MEF) file.

Fig. 1: Arrays of more than one dimensishall consist of a se-
quence such that the index along Axis 1 varies most rapidly ag 4.1.1, |dentity
those along subsequent axes progressively less rapidly.

A(NAXIS1, NAXIS2, ...,NAXISm)

Each extension typeshallhave a unique type name, speci-
keywords in the primary header (Selct. 414.1), then the p§imdied in the header by thETENSION keyword (Sect4.4]1). To
HDU shall contain no data blocks. preclude conflict, extension type nammsstbe registered with
the IAUFWG. The current list of registered extensions isgiv
in AppendiXFE. An up-to-date list is also maintained on FH&S

3.3.1. Primary header Support Glice website.

The header of a primary HDWhallconsist of one or more
header blocks, each containing a series of 80-characterdtey
records containing only the restricted set of ASCII-texaretc-

ters. Each 2880-byte header block contains 36 keyword decorT
The last header bloakustcontain theEND keyword (defined in

3.4.1.2. Size specification

he total number of bits in the data of each extension

Sect[ZZ1), which marks the logical end of the header. Kegiw st::;lcbriebzréeiglféeed in thelheaderfor that extension, in the manner
records without information (e.g., following tHeND keyword) P 1441

shallbe filled with ASCII spaces (decimal 32 or hexadecimal

20). 3.4.2. Standard extensions

_ A standard extension is a conforming extension whose organi
3.3.2. Primary data array zation and content are completely specified in Séct. 7 of this
Standard. Only one extension fornsiall be approved for each

The primary data array, if presestiall consist of a single data type of data organization.

array with from 1 to 999 dimensions (as specified byNAEIS
keyword defined in Sedi.4.4.1). The random-groups conventi
in the primary data array is a more-complicated structuk ag.4.3. Order of extensions
is discussed separately in Sddt. 6. The entire array of ddta v , .
ues are represented by a continuous stream of bits startthg wAn extensiomrmayfollow the primary HDU or another conform-
the first bit of the first data block. Each data va&ll consist g extension. Standard extensions and other conformitegiex
of a fixed number of bits that is determined by the value §ionsmayappear in any order in®ITSfile.
the BITPIX keyword (Sect_4.4]11). Arrays of more than one di-
me_nsionshallconsist o_f a sequence suc_h that the index a}loryg5_ Special records (restricted use)
Axis 1 varies most rapidly, that along Axis 2 next most raypid|
and those along subsequent axes progressively less rapittly Special records are 2880-byfdTS blocks following the last
that along Axism, wherem is the value olNAXIS, varying least HDU of the FITS file that have an unspecified structure that
rapidly. There is no space or any other special characterdset does not meet the requirements of a conforming extensios. Th
the last value on a row or plane and the first value on the néixst eight bytes of the special reconigist notcontain the string
row or plane of a multi-dimensional array. Except for thealoc ‘XTENSION'. It is recommendedhat they do not contain the
tion of the first element, the array structure is independétite  string ‘SIMPLE...’. The contents of special records are not oth-
FITSblock structure. This storage order is shown schematicalywise specified by this Standard.
in Fig.[I and is the same order as in multi-dimensional arirys ~ Special records were originally designed as a way for the
the Fortran programming language (ISO_2004). The indexoWrITS format to evolve by allowing neWITS structures to be
along each axishallbegin with 1 and increment by 1 up to themplemented. Following the development of conforming axte
value of theNAXISn keyword (Sec{_4.4]1). sions, which provide a general mechanism for storirfipdént

If the data array does not fill the final data block, the remaitypes of data structures FITSformat in a well defined manner,
der of the data blockhallbe filled by setting all bits to zero. the need for other new types BiTS data structures has been
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greatly reduced. Consequently, further use of speciardscdg certain keywords (e.g., by grouping sequence@MENT key-
restricted and requires the approval of the IRU'S Working words at specific locations in the header, or appenHisyORY

Group. keywords in chronological order of the data processingsstep
usingCONTINUE keywords to generate long-string keyword val-
. . ues).
3.6. Physical blocking A formal syntax, giving a complete definition of the syntax
3.6.1. Bit-stream devices of FITSkeyword records, is given in AppendiX A. Itis intended
, , . ) , , , as an aid in interpreting the text defining the Standard.
For bit-stream devices, including but not restricted tadagfile In earlier versions of this StandardF&T Skeyword, assumed

systemsFITSfiles shallbe interpreted as a sequence of one s an jtem whose value is to be looked up by name (and presum-
more 2880-bytd=ITS blocks, regardless of the physical blockyp)y assigned to a variable) by a textitFITS-reading progra
ing structure of the underlying recording media. When wati ;a5 associated one to one to a single header keyword record.
aFITSfile on media with a physical block size unequal to th@yith the introduction of continued (long-string) keyworgiee
2880-byteFITS block length, any bytes remaining in the |as§ect.@11.2), suclFITS keywordsmayspan more than one

physical block following the end of thEITS file shouldbe set paoader keyword record, and the vakfeallbe created by con-
to zero. Similarly, when readingITS files on such media, any catenation as explained,in Sdct 412.1.2.

bytes remaining in the last physical block following the eri

theFITSfile shallbe disregarded.
4.1.2. Components

3.6.2. Sequential media 4.1.2.1. Keyword name (Bytes 1 through 8)

The FITS format was originally developed for yvriting files onThe keyword nameshallbe a left justified, eight-character,
sequential magnetic-tape devices. The following rules @w h gn4ce-filled, ASCII string with no embedded spaces. Alltdigi
to write to sequential media (Grosbel & Wells _1994) are noy ihrough 9 (decimal ASCII codes 48 to 57, or hexadecimal 30
irrelevant to most current data-storage devices. to 39) and upper case Latin alphabetic charactarsthrough
__Ifphysically possibleFITSfiles shallbe written on sequen-+7."(gecimal 65 to 90 or hexadecimal 41 to 5A) are permitted:;
tial media in blocks that are from one to ten integer mulB@é |g\wer-case characteshall notbe used. The underscore_(
2880 bytes in length. If this is not possible, tRd Sfile shallbe - yaocimal 95 or hexadecimal 5F) and hyphen ¥, decimal 45
written as a bit stream using the native block size of the 88U o hexadecimal 2D) are also permitted. No other characters
tial device. Any_bytes remaining in the last block followitiee ¢ permitte@. For indexed keyword names that have a single
end of theFITSfile shallbe set to zero. : _positive integer index counter appended to the root name,
When readingFITS files on sequential media, any filese countershall nothave leading zeroes (e.gNAXIS1, not
shorter than 2880 bytes in length (e.g., ANSI tape labels) 3fay15g91). Note that keyword names that begin with (or
not considered part of tHel TSfiles andshouldbe disregarded. .5.sist solely of) any combination of hyphens, underscanes
digits are legal.

3.7. Restrictions on changes

Any structure that is a vali§I TS structureshallremain a valid 4-1.2.2. Value indicator (Bytes 9 and 10)
FITSstructure at all future times. Use of certain vatid Sstruc-

turesmaybe deprecated by this or futuRéTS Standard docu- !f the two ASCII characters'=." (decimal 61 followed
ments. by decimal 32) are present in Bytes 9 and 10 of the keyword

record, this indicates that the keyword has a value field-asso
ciated with it, unless it is one of the commentary keywords
4. Headers defined in Secf._4.4.2 (i.e., - HSTORY, COMMENT, or completely

The first two sections of this chapter define the structure art%!:;lmk keyword name), which, by definition, have no value.

content of header keyword records. SECi] 4f@rs recommen-

dations on how physical units should be expressed. The fidal.2.3. Value/comment (Bytes 11 through 80)

section defines the mandatory and reserved keywords for pri-

mary arrays and conforming extensions. In keyword records that contain the value indicator in By@es

and 10, the remaining Bytes 11 through 80 of the record

shallcontain the value, if any, of the keyword, followed by

optional comments. In keyword records without a value indi-

4.1.1. Syntax cator, Bytes 9 through 8éhouldbe interpreted as commentary
) text, however, this does not preclude conventions thatpnee

Each 80-character header keyword recstdillconsist of a the content of these bytes in other ways.

keyword name, a value indicator (onfgquiredif a value is The value field, when presersthall contain the ASCII-text

present), aoptionalvalue, and awptionalcomment. Keywords representation of a literal string constant, a logical tamis or

mayappear in any order except where specifically stated othgryymerical constant, in the format specified in Secl. 4.2 Th
wise in this Standard. It isecommendethat the order of the yaye fieldmaybe a null field; i.e., itmayconsist entirely of

keywords inFITSfiles be preserved during data processing op-
erations because the designers of Hi€S file may have used 3 This requirement diers from the wording in the origin&I TS pa-
conventions that attach particular significance to the roade pers. See AppendixIH.

4.1. Keyword records
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spaces, in which case the value associated with the keyword'he value ofkEYWORD1 is a null, or zero-length string whereas
undefined. the value of th&EYWORD?2 is an empty string (nominally a single

The mandatoryFITS keywords defined in this Standardspace character because the first space in the string ificaj
must notappear more than once within a header. All other keyut trailing spaces are not). The valuekaifWORD3 is undefined
words that have a valughould notappear more than once. If aand has an indeterminate data type as well, exceptin casggwh
keyword does appear multiple times withHfdrent values, then the data type of the specified keyword is explicitly definethis
the value is indeterminate. Standard.

If a comment follows the value field, iustbe preceded The maximum length of a string value that can be repre-
by a slash {/’, decimal 47 or hexadecimal 2F)A space be- sented on a single keyword record is 68 characters, with the
tween the value and the slash is strongdggommendedThe opening and closing quote characters in Bytes 11 and 80, re-
commentmaycontain any of the restricted set of ASCII-textsspectively. In general, no length limit fewer than 68 is imagl
characters, decimal 32 through 126 (hexadecimal 20 throuighi character-valued keywords.
7E). The ASCII control characters with decimal values lbassit Whenever a keyword value is declared ‘string’ or said to
32 (including the null, tab, carriage return, and line-feedrac- ‘contain a character string’, the length limits in this seatap-
ters), and the delete character (decimal 127 or hexade@iR)al ply. The next section applies when the value is declaredydon
must notappear anywhere within a keyword record. string’.

4.2. Value [42.712 Continued string (long-string) keywords

The structure of the value field depends on the data type of the

value. The value field represents a single value and not ag arr Earlier versions of this Standard only defined single-recor
of values? The value fieldnustbe in one of two formats: fixed String keywords as described in the previous section. The
or free. The fixed-format isequired for values of mandatory Standard now incorporates a convention (originally dgvetb

keywords and isecommendetbr values of all other keywords. for use inFITSfiles from high-energy astrophysics missions) for
continuing arbitrarily long string values over a poteriainlim-

) ited sequence of multiple consecutive keyword recordsythia
4.2.1. Character Strlng fo”owing procedure_

4.2.111 Single-record string keywords 1. Divide the long-string value into a sequence of smallér su
strings, each of which contains fewer than 68 characters.

A character-string valushallbe composed only of the set of  (NOte thatif the string contains any literal single-qudteae
restricted ASCII-text characters, decimal 32 through 1r28x{ acters, then thesmustbe represented as a pair of single-
adecimal 20 through 7E) enclosed by single-quote chasacter duote characters in theiTS-keyword value, and these two

(“', decimal 39, hexadecimal 27). A single quote is represénte charactersnustboth be contained Within a single substring).
within a string as two successive single quotes, e.g., O'MAR 2 Append an ampersand charactét’() to the end of each

'0' "HARA'. Leading spaces are significant; trailing spaces are substring, except for the last substring. This charactese
not. This Standard imposes no requirements on the case sensi@S & flag toFITSreading software that this string value

tivity of character string values unless explicitly staiedthe maybe continued on the following keyword in the header.
definition of specific keywords. 3. Enclose each substring with single-quote charactersa- No

If the value is a fixed-format character string, the starting Significant space charactemsayoccur between the amper-

single-quote charactenustbe in Byte 11 of the keyword record  Sand character and the closing quote character.

and the closing single quotaustoccur in or before Byte 80. 4. Write the first substring as the value of the specified key-
Earlier versions of this Standard alemuiredthat fixed-format _ Word- . .
characters stringmustbe padded with space characters to ap- VVrite each subsequent substring, in order, to a seriesyof k

least a length of eight characters so that the closing qu@e ¢ words that all ha\_/e the reserved keyword naO8TINUE
acter does not occur before Byte 20. This minimum character- (5€ Sect_4.4.2) in Bytes 1 through 8, and have space char-

string length is no longerequired except for the value of the actersin Bytes 9and 10 of.the keyword record. The substring
XTENSION keyword (e.g.,' TMAGE.....' and 'TABLE...'; see maybe located anywhere in Bytes 11 through 80 of the key-
Sect[T), whichmustbe padded to a length of eight characters WOrd record andnaybe preceded by non-significant space
for backward compatibility with previous usage. characters starting in Byte 11. A comment stringyfollow

Free-format character strings follow the same rules asfixed 1€ Zufbstrmg, if present, the comment strmgstbe sepa-
format character strings except that the starting singlete Xilte from the s:Jbstrmg by an:Lwarckj]-slalshr(]:h%racuérX.
charactemayoccur after Byte 11. Any bytes preceding the start- SO, g |sdsgrong y recorr?men at the slash character be
ing quote character and after Byte Bfustcontain the space  Preceded by a space character.

character. _ o _ TheCONTINUE keywordmust notbe used with of any of the
Note that there is a subtle distinction between the foll@virmandatory or reserved keywords defined in this Standardsinle
three keywords. explicitly declared of type long-string.
. . The following keyword records illustrate a string valuettha
KEYWORD1= ' ' / null string keyword is continued over multiple keyword records. (Note: the tbnaf
KEYWORD2= / empty string keyword e supstrings have been reduced to fit within the page lgyout
KEYWORD3= / undefined keyword

WEATHER = 'Partly cloudy during the evening f&'
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CONTINUE ‘'ollowed by cloudy skies overnight.&' Table 3: IAU-recommended basic units.
CONTINUE ' Low 21C. Winds NNE at 5 to 10 mph.'
N ) Quantity Unit Meaning Notes
If needed, additional space for thg keyword comment field g pases supplementary units

can be generated by continuing the string value with one @®8mo  |ength m meter

null strings, as illustrated schematically below. mass kg kilogram g gram allowed
time s second

STRKEY = 'This keyword value is continued &' plane angle rad radian

CONTINUE ' over multiple keyword records.&' solid angle sr steradian

CONTINUE '&' / The comment field for this temperature K kelvin

CONTINUE '&' / keyword is also continued electric current A ampere

CONTINUE '' / over multiple records. amount of substance mol  mole

luminous intensity cd candela

FITSreading software can reconstruct the long-string value

by following an inverse procedure of checking if the strirzdue IAU-recognized derived units

1
ends with the’&’ character and is immediately followed by a gﬁgfgeyncy IJ{Z jhoﬂtez zm
conformingCONTINUE keyword record. If both conditions are power W watt Jst
true, then concatenate the substring from@Q8TINUE record electric potential v volt Jct
onto the previous substring after first deleting the trgill&’ force N newton kg m 2
character. Repeat these steps until all subseqQeMIINUE pressure, stress Pa pascal N m?2
records have been processed. electric charge C coulomb As

Note that if a string value ends with tH&’ character, but electric resistance ~ Ohm  ohm VAT
is not immediately followed by @ONTINUE keyword that con- electric conductance S siemens  AV!
forms to all the previously described requirements, therl &1 electric capacitance  F farad cvt
characteshouldbe interpreted as the literal last character in the magneticflux b weber Vs
string. Also, any ‘orphaned’ONTINUE keyword records (for- mggnet'Cﬂ”X density T Lega \\//vvg A”Jl
mally not invalidating the~ITS file, although likely represent- :Emuiﬁto%nscﬁux Iilm |uiqg1 cd sr
ing an error with respect to what the author of the file meant) ;;,minance 1x  lux Im m-2

shouldbe interpreted as containing commentary text in Bytes 9—

80 (similar to aCOMMENT keyword).
( Y ) A floating-point number is represented by a decimal number

. followed by anoptionalexponent, with no embedded spaces. A
4.2.2. Logical decimal numbeshall consist of & +’ (decimal 43 or hexadeci-
mal 2B) or’ --’ (decimal 45 or hexadecimal 2D) sign, followed

an upper-casg or F in Byte 30. A logical value is represente(f)y a sequence O_f ASCII digits containing a sing_le decimafpoi
(’.”), representing an integer part and a fractional part of the

in free-format by a single character consisting of an upjase / : I o .
y g g floating-point number. The leading’ sign isoptional At least

T or F as the first non-space character in Bytes 11 through 80. X :
one of the integer part or fractional pamustbe present. If the

fractional part is present, the decimal paimistalso be present.
4.2.3. Integer number If only the integer part is present, the decimal paoiatybe omit-
ted, in which case the floating-point number is indistinpatse
from an integer. The exponent, if present, consists of am-exp
nent letter followed by an integer. Letters in the exporaioirm

If the value is a fixed-format logical constantstall appear as

If the value is a fixed-format integer, the ASCII represdntat
shallbe right-justified in Bytes 11 through 30. An integer con

Ol decia 4 o hevadecimal 28) cr - (decmal (E" or D' shalle upper cas. The ul precision of Ga-bt
) sign, y U005 1ues cannot be expressed over the whole range of valugs usi

'rA]‘SCrlrl]gi%iés ((jdecimal 4‘?htol57d?r he>_<ad<.ecimtal 30[ tl? 3?j)ihwm?he fixed-format. This Standard neither imposes an uppét lim
0 embedded spaces. The leadlrg sign isoptional Leading ;e nymper of digits of precision, nor any limit on the rang

Zeros are permitted, b.Ut are not significa.nt. Je integeemm- of floating-point keyword values. Software packages thed i@
tation shallalways be interpreted as a signed, decimal numbw ite data according to this Standard could be limited, hawe

This Standard does not limit the range of an integer keyWO( the range of values and exponents that are supportede.g.
value, however, software packages that read or write data a%

cording to this Standard could be limited in the range of galu oeinrtarr:l?rig;?; can be represented by a 32-bit or 64-bit ftpatin

that are supported (e.g., to the range that can be reprelsieyltep '

a 32-bit or 64-bit signed binary integer). A free-format floating-point value follows the same rules as
A free-format integer value follows the same rules as fixe@:fixed-format floating-point value except that the ASClireep

format integers except that the ASCII representati@yoccur sentatiormayoccur anywhere within Bytes 11 through 80.
anywhere within Bytes 11 through 80.

4.2.4. Real floating-point number

. . . . 4 The’D’ exponent form is traditionally used when representing val-
If the value is a fixed-format real floating-point number, th@es that have more decimals of precision or a larger magnthah can
ASCII representatioshall be right-justified in Bytes 11 through be represented by a single-precision 32-bit floating-poimhber, but
30. otherwise there is no distinction betweth’ or ’D’.



Table 4: Additional allowed units.

Quantity Unit Meaning Notes
plane angle deg degree of arc /180 rad
arcmin  minute of arc 160 deg
arcsec second of arc /3600 deg
mas milli-second of arc 13 600 000 deg
time min minute 60 s
h hour 60 min= 3600 s
d day 86400 s
T a year gJuIian; 31557600 s (365.25 d), peteadforbidden
T oyr year (Julian ais IAU-style
energy T eV electron volt 16021765x 107%° J
i erg erg 1073 ,
Ry rydberg %(Z”h—f) me? = 13605692 eV
mass$ solMass solar mass D891x 10°° kg
u unified atomic mass unit .8605387x 102" kg
luminosity solLum  Solar luminosity 3B268x 1075 W
length i Angstrom angstrom 10 m
solRad  Solar radius ®599x 10° m
AU astronomical unit 19598x 10 m
lyr light year 9460730x 10'°m
T pc parsec 857x 10 m
events count count
ct count
photon  photon
ph photon
flux density 1 Jy jansky 102 W m—2 Hz?
T mag (stellar) magnitude
T R rayleigh 16°/(4r) photons m? st srt
magnetic field 11 G gauss 100 T
area pixel Eimagedetectorg pixel
pix imagedetector) pixel
+1 barn barn 1028 m?
Miscellaneous units
D debye 1x10%#Cm
Sun relative to Sun e.g., abundances
chan (detector) channel
bin numerous applications (including the one-dimensionalacanaf pixel)
voxel three-dimensional analog of pixel
t bit binary information unit
T byte (computer) byte eight bits
adu Analog-to-digital converter
beam beam area of observation as inklsam

Notes.() Addition of prefixes for decimal multiples and submultiptee allowed® Deprecated in IAU Style Manudl (McNally 1988) but still in
use.® Conversion factors from CODATA Internationally recommedd/alues of the fundamental physical constants 28@24(: //physics.

nist.gov/cuu/Constants/).

4.2.5. Complex integer number

There is no fixed-format for complex integer numkers.

If the value is a complex integer number, the vatestbe
represented as a real part and an imaginary part, separate
a comma and enclosed in parentheses €13.3, 45). Spaces

4.2.6. Complex floating-point number

J%ere is no fixed-format for complex floating-point numbers.

mayprecede and follow the real and imaginary parts. The real ) _ )
and imaginary parts are represented in the same way asiistege !f the value is a complex floating-point number, the value
(Sect[Z.ZB3). Such a representation is regarded as a simigle Mustbe represented as a real part and an imaginary part,

for the complex integer number. This representati@ybe lo-

cated anywhere within Bytes 11 through 80.

5 This requirement diers from the wording in the origin®ITS pa-

pers. See Appendx]H.

separated by a comma and enclosed in parentheses, e.g.,
(123.23, -45.7). Spacesnayprecede and follow the real and
imaginary parts. The real and imaginary parts are repredent

in the same way as floating-point values (Sécf._4.2.4). Such
a representation is regarded as a single value for the cample
floating-point number. This representatioraybe located any-
where within Bytes 11 through 80.


http://physics.nist.gov/cuu/Constants/
http://physics.nist.gov/cuu/Constants/
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4.2.7. Date Table 5: Prefixes for multiples and submultiples.
There is strictly no such thing as a data type date valued Submult Prefix Char Mult Prefix Char

keywords, however a pseudo data typelafetimeis defined in 10 deci q 10 deca  da
Sect[9. 11 andhustbe used to write 1ISO-860datetimestrings 102 centi c 1®  hecto h
as character strings. 103 milli n 10 kilo Kk
If a keyword needs to expresstime in JD or MJD (see 106 micro u 16 mega M
Sect[®), this can be formatted as an arbitrary precisionbaum 10 nano n 10 giga G
optionally separating the integer and fractional part acsied 10712 pico p 102 tera T
in Sect[9.2P. 10715 femto £ 10 peta P
10718 atto a 10" exa E
. 102 zepto  z 10?0 zetta z
4.3. Units 10724 yocto y  10% yotta Y

When a numerical keyword value represents a physical gyanti
it is recommendedhat units be provided. Unitshallbe rep- recommendeevhenever the order of operations might be sub-
resented with a string of characters composed of the redricject to misinterpretation. A space character implies rplitta-
ASCII-text character set. Unit strings can be used as valfiestion, which can also be conveyed explicitly with an astedska
keywords (e.qg., for the reserved keywoBRIRIIT, andTUNITn), period. Therefore, although spaces are allowed as sympat se
as an entry in a character-string column of an ASClI-table oators, their use is discouraged. Note that, per IAU conwgant
binary-table extension, or as part of a keyword commemgtricase is significant throughout. The IAU style manual forltias
(see Secf. 4.3 2, below). use of more than one slash/(’) character in a units string.
The units of allFITSheader keyword values, with the excepHowever, since normal mathematical precedence rules apply
tion of measurements of angleshouldconform with the rec- this context, more than one slastaybe used but is discouraged.
ommendations in the IAU Style Manual (McNally 1988). For A unit raised to a power is indicated by the unit string fol-
angular measurements given as floating-point values ane sgewed, with no intervening spaces, by thetionalsymbols** or
ified with reserved keywords, the unggouldbe degrees (i.e., ~ followed by the power given as a numeric expression, called
deg). If a requirement exists within this Standard for the units expr in Table[6. The powemaybe a simple integer, with or
a keyword, then those unitsustbe used. without sign,optionally surrounded by parenthesesmiayalso
The units for fundamental physical quantities recommendbéd a decimal number (e.g., 1.5, 0.5) or a ratio of two integers
by the IAU are given in Tablg]3. Table 4 lists additional unitge.g., 79), with or without sign, whichmustbe surrounded by
that are commonly used in astronomy. Further specificaf@ms parentheses. Thus meters squareybe indicated byn** (2),
time units are given in Sedt. 9.3. The recommended plaih-tea*+2, m+2, m2, m" 2, m" (+2), etc. and per meter cubadaybe
form for the 1AU-recognizedbase unitsare given in Column 2 indicated bym**-3, m-3, m" (-3), /m3, and so forth. Meters to
of both table§ All base units stringsnaybe preceded, with no the three-halves powenaybe indicated byn(1.5), m"(1.5),
intervening spaces, by a single character (two for decantakn**(1.5),m(3/2),m**(3/2),andm" (3/2), butnotbym"3/2
from Table[% and representing scale factors mostly in stépsagrmi. 5.
10°. Compound prefixes (e.gzYeV for 10 eV) must notbe

used.
4.3.2. Units in comment fields

4.3.1. Construction of units strings If the units of the keyword value are specified in the commént o
the header keyword, it ircommendethat the units string be
enclosed in square brackets (i.e., enclosed[bgnd ‘1’) at the
ginning of the comment field, separated from the slagh)(
mment field delimiter by a single space character. An exam-

Compound units stringmaybe formed by combining strings of
base units (including prefixes, if any) with the recommend
syntax described in Tablg 6. Two or more base units stringg
(calledstrl andstr2 in Table[6)maybe combined using the ple, using a non-standard keyword, is

restricted set of (explicit or implicit) operators that pige for EX15TIME = 1200. / [s] exposur’e time in seconds

multiplication, _division, exponentiation, raising arganis to This widespread, bubptional practice suggests that square
powers, or taking the logarithm or square-root of an argumey,» . etsshouldbe used in comment fields only for this pur-
Note that functions such akog actually require dimension- pose. Nonetheless, softwaskould notepend on units being
less arguments, so thabg (Hz), for example, actually means’expressed in this fashion within a keyword comment, and soft

éoggr‘;/p tanZg 'O?::%Iri]r:)é:)luun”ét: ?{ange:jsetg%;g;ﬁg?]‘;musrgg‘r?é Ofvareshould notdepend on any string within square brackets in
L ' : ; a comment field containing a proper units string.
multiplier of the form10**k, 18"k, or 18+k wherek is an inte- gaprop g

ger,optionallysurrounded by parentheses with the sign character

requiredin the third form in the absence of parentheses. Creatafs. Keywords

of FITSfiles are encouraged to use the numeric multiplier only

when the available standard scale factors of Table 5 wilsnbt 4.4.1. Mandatory keywords

fice. Parentheses are used for symbol grouping and are Monl\%andatory keywords areequiredin every HDU as described

6 These tables are reproduced from the first in a series of pap8t the remainder of this subsection. Theyistbe used only as
on world-coordinate systens (Greisen & Calabrétta 200Bjctwpro- described in this Standard. Values of the mandatory keysvord
vides examples and expanded discussion. mustbe written in fixed-format.
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Table 6: Characters and strings allowed to denote matheahatiyjven in TabldB. Writers oFITS arraysshouldselect 8BITPIX
operations. data type appropriate to the form, range of values, and acgur
of the data in the array.

String Meaning

strl str2  Multiplication NAXIS keyword. The value fieldshall contain a non-negative
strl*str2  Multiplication integer no greater than 999 representing the number of axes i
strl.str2  Multiplication the associated data array. A value of zero signifies that te da
strl/str2  Dwision follow the header in the HDU.

strl**expr Raised to the powesxpr
strl”expr Raised to the powesxpr

strlexpr Raised to the powesxpr NAXISn keywords. TheNAXISn keywordsmustbe present for
log(strl)  Common Logarithm (to base 10) all valuesn =1, ..., NAXIS, in increasing order oh, and for
In(strl) Natural nganthnz no other values of. The value field of this indexed keyword
exp(strl)  Exponential ¢5t*) shallcontain a non-negative integer representing the number of
sqrt(strl)  Square root elements along Axia of a data array. A value of zero for any of
the NAXISn signifies that no data follow the header in the HDU
Table 7: Mandatory keywords for primary header. (however, the random-groups structure described in SHtas6
NAXIS1 =0, but will have data following the header if the other
Position  Keyword NAXISn keywords are non-zero). NAXIS is equal to O, there
1 SIMPLE = T shall notbe anyNAXISn keywords.
2 BITPIX
3 NAXIS END keyword. This keyword has no associated value. Bytes 9
4

.NAXIsn’ n=1,....NAXIS through 80shall be filled with ASCII spaces (decimal 32 or hex-

adecimal 20). Th&ND keyword marks the logical end of the

kother keywords) header andanustoccur in the last 2880-byteITS block of the
: header.
last ~ END The total number of bits in the primary data array, exclusive
of fill that is needed after the data to complete the last 28@e-
Table 8: Interpretation of vali#ITPIX value. data block (Seck._3.3.2), is given by the following expressi

Value Data represented Npis = [BITPIX| X (NAXIS1 X NAXIS2 X --- X NAXISm), (1)

8  Character or unsigned binary integer whereNpis mustbe non-negative and is the number of bits ex-
16  16-bit two's complement binary integer cluding fill, mis the value offAXIS, andBITPIX and theNAXISn
2‘21 gig:: mgz ggmg:gmgm B:Egg :gtggg represent the values associated with those keywords. Nate t
_32 IEEE single-precision floating point the rar_mdom-groups convention in the primary array has a-more
—64 IEEE double-precision floating point compllc_:ated structure _whqse size is given by[Hq. 4. The_heade
of the firstFITS extension in the file, if presenghall start with
. the firstFITS block following the data block that contains the
4.4.1.1. Primary header last bit of the primary data array.
_ . \ An example of a primary array header is shown in Table 9.
The SIMPLE keyword is required to be the first keyword | aqdition to the required keywords, it includes a few of the

in the primary header of alFITS files. The primary header (agerved keywords that are discussed in $ect4.4.2.
mustcontain the other mandatory keywords shown in Table 7 in

the order given. Other keywordasust noiintervene between the _ _
SIMPLE keyword and the lastAXISn keyword. 4.4.1.2. Conforming extensions

All conforming extensions, whether or not further speci-
SIMPLE keyword. The value fieldshallcontain a logical con- fied in this Standardnustuse the keywords defined in Tablg 10
stant with the valueT if the file conforms to this Standard.in the order specified. Other keywordsust nointervene
This keyword is mandatory for the primary header angetween theXTENSION keyword and theGCOUNT keyword.
must notappear in extension head#ra.value ofF signifies that The BITPIX, NAXIS, NAXISn, andEND keywords are defined in
the file does not conform to this Standard. Sect[Z441.

BITPIX keyword. The value fieldshallcontain an integer. The XTENSION keyword. The value fieldshallcontain a character
absolute value is used in computing the sizes of data stegtu string giving the name of the extension type. This keyword is
It shall specify the number of bits that represent a data valuerimandatory for an extension header andst notappear in the
the associated data array. The only valid valueBIAfPIX are primary headef. To preclude conflict, extension type names
mustbe registered with the IAUFWG. The current list of reg-

7 This requirement diers from the wording in the origin&ITSpa- istered extensions is given in Appendix F. An up-to-dateiis
pers. See AppendixIH. also maintained on theITS Support Qfice website.

11
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Table 9: Example of a primary array header.

Keyword records

SIMPLE = T / file does conform to FITS Standard
BITPIX = 16 / number of bits per data pixel
NAXIS = 2 / number of data axes

NAXIS1 = 250 / length of data axis 1

NAXIS2 = 300 / length of data axis 2

OBJECT = 'Cygnus X-1'

DATE = '2006-10-22"'

END

PCOUNT keyword. The value fieldshallcontain an integer that  Table 10: Mandatory keywords in conforming extensions.
shallbe used in any way appropriate to define the data structure, _
consistent with Eq.]2. ITMAGE (Sect[Z.]l) an@ABLE (Sect[Z.P) Position  Keyword

extensions this keywonthusthave the valu®; in BINTABLE ex- 1 XTENSION
tensions (Seci.7.3) it is used to specify the number of kirts 2 BITPIX
follow the main data table in the supplemental data areadall 3 NAXIS
the heap. This keyword is also used in the random-groups-stru 4 NAXISn,n=1,...,NAXIS
ture (Sec{.b) to specify the number of parameters preceioly S PCOUNT
array in a group. 6 GCOUNT
(other keywords)

GCOUNT keyword. The value fieldshall contain an integer that
shallbe used in any way appropriate to define the data struc- :
ture, consistent with EJ 2. This keywomtlsthave the valua last END
in the IMAGE, TABLE, andBINTABLE standard extensions defined
in Sect[T. This keyword is also used in the random-groups-str

ture (SecLE) to specify the number of random groups presenﬁme are given, the literal shall separate the date and tinie

The total number of bits in the extension data array (excl e ; i i
sive of fill that is needed after the data to complete the [&802 EZ?IL?emtirr:lejtte\,\sloa?tgrlttagﬂolgr tf;;f[aysuglsthe] t;/p]/(; ﬂg;;g‘grn:)f

byte data block) is given by the following expression: seconds (two digits followed by amptional fraction) after the

o minute. Default valuesnust nobe given to any portion of the

Noits = [BITPIX| > GCOUNT x datgtime string, and leading zerosust nobe omitted. The dec-
(PCOUNT + NAXTS1 X NAXIS2 X --- X NAXISM),  (2) jmal part of the seconds field @ptionalandmaybe arbitrarily

. : . long, so long as it is consistent with the rules for value fatsn
whereNgis mustbe non-negative and IS themumber of bits &5t Sect[Z2. Otherwise said, the format BaTE keywords writ-

cluding fill; m is the value ofNAXIS; and BITPIX, GCOUNT :
’ ! P ' ten after January 1, 20G¢hallbe the ISO-860Hatetimeform
PCOUNT, and theNAXISn represent the values associated wit escribed in Sed 91.1. See also Jecl. 9.5.

those keywords. INyis > 0, then the data arraghallbe con- .
tained in an integral number of 2880-byier Sdata blocks. The | N€ value of th®ATE keywordshall always be expressed in
header of the nexEITS extension in the file, if anyshall start UTC when in this format, for all data sets created on Earth.

with the firstFITS block following the data block that contains ~ The following formatmayappear on files written before
the last bit of the current extension data array. January 1, 2000. The value field contains a character string

giving the date on which the HDU was created, in the form

DD/MM/YY, whereDD is the day of the monthiM the month
4.4.2. Other reserved keywords number with January given by 01 and December by 12,¥and
the last two digits of the year, the first two digits being unde

present in the header theyustbe used only as defined in thiSstood to be 19. Specification of the date using Universal Téme

Standard. They apply to arjiTS structure with the meaningsrecommendedut notassumed.

and restrictions defined below. AfITS structuremayfurther When a newly created HDU is substantially a verbatim copy

HDU maybe retained in the new HDU instead of updating the
value to the current date and time.

ndDD the two-digit day of the month. When both date and

The reserved keywords described below amional but if

4.4.2.1. General descriptive keywords

ORIGIN keyword. The value fieldshallcontain a character

DATE keyword. The value fieldshall contain a character string string identifying the organization or institution ressisle for
giving the date on which the HDU was created, in the forfyeating theFI TSfile.

YYYY-MM-DD, or the date and time when the HDU was created,

in the form YYYY-MM-DDThh:mm:ss[.sss...], where YYYY

shallbe the four-digit calendar year numb#l the two-digit EXTEND keyword. The value fieldshallcontain a logical value
month number with January given by 01 and December by lifdicating whether the~ITS file is allowed to contain con-

12
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forming extensions following the primary HDU. This keywordlELESCOP keyword. The value fieldshallcontain a character
mayonly appear in the primary header andst notappear in an string identifying the telescope used to acquire the dagacs
extension header. If the value fieldighen theremaybe con- ated with the header.

forming extensions in thEITSfile following the primary HDU.

This keyword is only advisory, so its presence with a value ) )

does not require that tHel TSfile contains extensions, nor doesINSTRUME keyword. The value fieldshallcontain a character
the absence of this keyword necessarily imply that the fiesdostring identifying the instrument used to acquire the datmai-
not contain extensions. Earlier versions of this Standsatbg ated with the header.

that theEXTEND keywordmustbe present in the primary header

if the file contained extensions, but this is no lonpequired . .
o= OBSERVER keyword. The value fieldshallcontain a character

string identifying who acquired the data associated with th

BLOCKED keyword. This keyword is deprecated andheader.
should notbe used in newFITS files. It is reserved pri-

marily to prevent its use with other meanings. As previous
defined, this keyword, if used, wagquired to appear only

within the first 36 keywords in the primary header. Its pregen
with the required logical value ofT advised that the physical
block size of thdé-ITSfile on which it appearsaybe an integral . i

multiple of theFITSblock length and not necessarily equal to it4'4'2'3' Bibliographic keywords

QBJECT keyword. The value fieldshallcontain a character
string giving a name for the object observed.

. ) AUTHOR keyword. The value fieldshallcontain a character
4.4.2.2. Keywords describing observations string identifying who compiled the information in the dais:
sociated with the header. This keyword is appropriate when t
data originate in a published paper or are compiled from many

DATE-OBS keyword. The format of the value field for e

DATE-0BS keywordsshall follow the prescriptions for thBATE

keyword (Sect"4.4]12 and SeLf. 911.1 Either the four-digiry

format or the two-digit year formahaybe used for observation RereRENC keyword. The value fieldshall contain a character

dates from 1900 through 1999, although the four-digit fdri®a string citing a reference where the data associated with the

recommended header are published. It iscommendethat either the 19-digit
When the format with a four-digit year is used, the default ibibliographic identifidi used in the Astrophysics Data System

terpretations for timshouldbe UTC for dates beginning 1972-bibliographic databases€tp://adswww.harvard.edu/) or

01-01 and UT before. Other date and time scales are perieissithe Digital Object Identifierli{ttp: //doi.org) be included in

The value of theDATE-0OBS keywordshallbe expressed in the the value string when available (e.91994A&AS. . 103. .135A°

principal time system or time scale of the HDU to which it beor doi:10.1006/jmbi.1998.2354").

longs; if there is any chance of ambiguity, the chabeuldbe

clarified in comments. The value DATE-0BS shall be assumed

to refer to the start of an observation, unless anotherpngéa- 4-4-2.4. Commentary keywords

tion is clearly explained in the comment field. Explicit sifiec

cation of the time scale isrecommendedy default, times for

TAIl and times that run simultaneously with TAI, e.,g., UTGJan

TT,wi be assumed o be 35 meastred at e deictor orcf 121" o0 1T pmavoceur oy nunber o
practical cases, at the observatory). For coordinate tisnel : Y

as TCG, TCB, and TDB, the defauhallbe to include light- even if the _vqlue indicator characters.' appear in Bytes 9_and
time corrections to the associated spatial origin, nantehgeo- 10 (hence it isecommendethat these keywords not contain the

value indicator). Bytes 9 through 8Baycontain any of the re-
center for TCG and the Solar System CRgggiter for the Oths ricted set of ASCII-text characters, decimal 32 through 1

two. Conventionamaybe developed that use other time sys- ;
tems. Time scales are now discussed in detail in §ect] 9n2l.1 ghexadecmal 20 through 7E_)' _ _
Table[30. In earlier versions of this Standard continued string key-
. . .. words (see Sect_4.2.1.2) could be handled as commen-
When the value oDATE-OBS is expressed in the two-digit tary keywords if the relevant convention was not supported.
year form, allowed for files written before January 1, 200thwi Now CONTINUE kevwordsshallbe honoured as specified in
a year in the range 1900-1999, there is no default as,surr\<;i>$ior)SeCtlzrzll > yw P

to whether it refers to the start, middle or end of an obsamat

These keywords provide commentary information about the

COMMENT keyword. This keywordmaybe used to supply any

DATExxxx keywords. The value fields for all keywords begin'comments regarding tHATSfile.

ning with the stringDATE whose value contains date, ang-
tionally time, informationshall follow the prescriptions for the
DATE-0BS keyword. See also SeCt. 9.11.1 for thetetimeformat, ¢ This bibliographic conventiori (Schmitz etlal._1995) wadiatiiy
and Sect 915 for further global time keywords specified & thieveloped for use within NED (NASAPAC Extragalactic Database)
Standard. and SIMBAD (operated at CDS, Strasbourg, France).
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HISTORY keyword. This keywordshouldbe used to describe the default value of . 8, and theBZERO keywordshall have one

the history of steps and procedures associated with thegsec of the integer values shown in Talblel 11.

ing of the associated data. Since theFITS format does not support a native unsigned
integer data type (except for the unsigned eight-bit byta da
type), the unsigned values are stored in FH€S array as na-

tive signed integers with the appropriate integéset specified

by the BZERO keyword value shown in the table. For the byte

Hata type, the converse technique can be used to store signed
byte values as native unsigned values with the neg8@¥R0
offset. In each case, the physical value is computed by adding
A sequence of one or more entirely blank keyword recordie diset specified by thBZERO keyword to the native data type

(consisting of 80 ASCII space characters) that immedigiety Vvalue thatis stored in theITSfile

cede theEND keywordmaybe interpreted as non-significant fill

space thataybe overwritten when new keywords are append

to the header. This usage convention enables an arbittairijg

amount of header space to be preallocated wheRfh§ HDU

is first created, which can help mitigate the potentiallyetim

consuming alternative of having to shift all the followingte

in the file by 2880 bytes to make room for a n8l S header

block each time space is needed for a new keyword. BLANK keyword. This keywordshallbe used only in headers

with positive values oBITPIX (i.e., in arrays with integer data).

Bytes 1 through 8 contain the strin§LANK_....."' (ASCII spaces

in Bytes 6 through 8). The value fiekhallcontain an integer

that specifies the value that is used within the integer aiway

rBPresent pixels that have an undefined physical value.

If the BSCALE and BZERO keywords do not have the de-

Keyword field is blank. This keywordmaybe used to supply
any comments regarding thdTSfile. It is frequently used for
aesthetic purposes to provide a break between groups tédel
keywords in the header.

n1T keyword. The value fieldshall contain a character string
describing the physical units in which the quantities in #ne
ray, after application dSCALE andBZERO, are expressed. These
unitsmustfollow the prescriptions of Sedi. 4.3.

4.4.2.5. Keywords that describe arrays

These keywords are used to describe the contents of
array, either in the primary array, in alMAGE extension
(Sect[Z.1), or in a series of random groups (Sdct. 6). They 84t yalues of1 .0 and®. 8, respectively, then the value of the
optional but if they appear in the header describing an arrgy \yg keywordmustequal the actual value in tH@TS data ar-
or groups, theynustbe used as defined in this section of this,

) o y that is used to represent an undefined pixel and not the cor
Standard. Theyshall notbe _use_d in headers des_crlblng Otherresponding physical value (computed from Eq. 3). To citee sp
structures unless the meaning is the same as defined here.

cific, common examplaynsignedL6-bit integers are represented
in a signedintegerFITS array (withBITPIX = 16) by setting

BSCALE keyword. This keywordshallbe used, along with the BZERO = 32768 andBSCALE = 1. If it is desired to use pixels
BZERO keyword, to linearly scale the array pixel values (i.e., th&at have amunsignedvalue (i.e., the physical value) equal to 0

actual values stored in tHéTSfile) to transform them into the t0 represent undefined pixels in the array, thenBh&NK key-
physical values that they represent using[Eq. 3. word mustbe set to the value32768 because that is the actual

value of the undefined pixels in tfdTS array.
physicalvalue = BZERO + BSCALE x arrayvalue 3)

, . . . DATAMAX keyword. The value field shallalways contain a
The value fielashall contain a floating-point number represemﬂoating-poin{V\r/\umber regardless of the valuegmfrPIx. This

ing the codicient of the linear term in the scaling equation'thﬁumbershallgive the maximum valid physical value repre-

ratio of physical value to array value at zerfiset. The default - -
value for this keyword i4 . 0. Before support for IEEE floating- \s/grutgg by the array (from Egl. 3), exclusive of any IEEE specia

point data types was addeditr' S (Wells & Grosbgl 1990), this
technique of linearly scaling integer values was the only tea
represent the full range of floating-point values iRldSarray. DATAMIN keyword. The value field shallalways contain a
This linear scaling technique is still commonly used to ku floating-point number, regardless of the valueBGtPIX. This
the size of the data array by a factor of two by representing 32umbershall give the minimum valid physical value represented
bit floating-point physical values as 16-bit scaled intsger by the array (from Ed.]3), exclusive of any IEEE special value

BZERO keyword. This keywordshallbe used, along with the WCS keywords. An extensive set of keywords have been de-
BSCALE keyword, to linearly scale the array pixel values (i.e., thiined to describe the world coordinates associated with r@y.ar
actual values stored in tifdTSfile) to transform them into the These keywords are discussed separately in Sect. 8.

physical values that they represent using[Bq. 3. The valig fie

shall contain a floating-point number representing the physical

value corresponding to an array value of zero. The defalileva ™ A more computationally ficient method of adding or subtracting

for this keyV\{ord IS@.'Q' . . . the BZERO values is to simply flip the most-significant bit of the bi-

__ Besidesits use in representing floating-point values d8dcanary value. For example, using eight-bit integers, therdatialue 248
integers (see the description of B&CALE keyword), theBZERO  minus theBZERO value of 128 equals 120. The binary representation
keyword is also used when storing unsigned-integer vaiuti  of 248 is 11111000. Flipping the most-significant bit giviee binary
FITS array. In this special case tBSCALE keywordshallhave value 01111000, which is equal to decimal 120.
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Table 11: Usage a8ZERO to represent non-default integer data types.

BITPIX Native Physical BZERO
data type data type
8 unsigned signed byte -128 (=29
16  signed  unsigned 16-bit 32768 (21%)
32 signed  unsigned 32-bit 2147483648 (2%

64  signed  unsigned 64-bit 9223372036854775808  (2%)

4.4.2.6. Extension keywords records). For this purpose, each 2880-Uy¥€S logical record
shouldbe interpreted as consisting of 720 32-bit unsigned inte-

The next three keywords were originally defined for usgers. The four bytes in each integaustbe interpreted in or-

within the header of a conforming extension, however they alder of decreasing significance where the most-significatat isy

mayappear in the primary header with an analogous meanitfigst, and the least-significant byte is last. Accumulateghm

If these keywords are present, itrescommendethat they have of these integers using 1's complement arithmetic in whith a

a unigue combination of values in each HDU of @& Sfile. overflow of the most-significant bit is propagated back itie t
least-significant bit of the sum.

EXTNAME keyword. The value fieldshallcontain a character  TheDATASUM value is expressed as a character string (i.e.,
string to be used to distinguish amongfeient extensions of enclosed in single-quote characters) because suppoheduli

the same type, i.e., with the same valu&®ENSION, in aFITS range of 32-bit unsigned-integer keyword values is prokalgen
file. Within this context, the primary arrahouldbe considered in some software systems. This strimgybe padded with non-

as equivalent to aliMAGE extension. significant leading or trailing blank characters or leadiey

ros. A string containing only one or more consecutive ASCII
blanksmaybe used to represent an undefined or unknown value
for theDATASUM keyword. TheDATASUM keywordmaybe omit-

. ted in HDUs that have no data records, but it is preferable to
the same type and name, i.e., the same valuesTiENS TSN include the keyword with a value df. Otherwise, a missing

EXTNAME. The values need not start with 1 for the first extensio]pATASUM keyword asserts no knowledge of the checksum of
%':gﬁbgzrt'ggﬁrv\;?&es Oﬁﬁgﬂ&:r&% n\zg? dr}gta%esénmsetﬂgefng?he data records. Recording in the comment field the 1ISO-8601
shouldbe?reated as if fhe value wereyl ’ formatted Datetime (ISO_2004b) when the value of this keyivor

' record is created or updatedesommended

EXTVER keyword. The value fielashall contain an integer to be
used to distinguish amongftérent extensions inl T Sfile with

EXTLEVEL keyword. The value fieldshallcontain an integer

specifying the level in a hierarchy of extension levels & éx- CHECKSUM keyword. The value field of the€HECKSUM keyword
tension header containing it. The vakleallbe 1 for the highest shallconsist of an ASCII character string whose value forces
level; levels with a higher value of this keywostiallbe subor- the 32-bit 1's complement checksum accumulated over the en-
dinate to levels with a lower value. If ttBXTLEVEL keyword is  tire FITSHDU to equal negative 0. (Note that 1’s complement
absent, the filshouldbe treated as if the value wete arithmetic has both positive and negative zero elemerttss. |
recommendedhat the particular 16-character string generated
by the algorithm described in Appendix J be used. A string con
The following keyword is optional, but iseservedfor use taining only one or more consecutive ASCII blamkaybe used
by the convention described in AppendiX K. If present ito represent an undefined or unknown value for GHECKSUM
shallappear in the extension header immediately after tkeyword.

mandatory keywords, and be used as described in the appendix o
The CHECKSUM keyword valuemustbe expressed in fixed

] : ) format, when the algorithm in Appendik J is used, otherwse t
INHERIT keyword. The value fieldshallcontain a logical value ysage of fixed format isscommendedRecording in the com-
of T or F to indicate whether or not the current extension shoulgent field the 1ISO-8601-formatted Datetime when the value of
inherit the keywords in the primary header of frid Sfile. this keyword record is created or updatedeisommended

) ) If the CHECKSUM keyword exists in the header of the HDU
4.4.27 Data-integrity keywords and the accumulated checksum is not equak-@ or if the
DATASUM keyword exists in the header of the HDU and its value
The two keywords described here provide an integrity chef@€S not maich the data checksum, then this provides a strong
on the information contained IRITS HDUS. dication that the content of the HDU has changed subseqoent t
the time that the respective keyword value was computech Suc
an invalid checksum may indicate corruption during a priler fi
DATASUM keyword. The value field of theDATASUM key- copy or transfer operation, or a corruption of the physicatia
word shall consist of a character string thsttouldcontain the on which the file was stored. It may alternatively reflect an in
unsigned-integer value of the 32-bit 1's complement chectentional change to the data file by subsequent data proggssi
sum of the data records in the HDU (i.e., excluding the headbe CHECKSUM value was not also updated.
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Normally both keywords will be present in the header if aithes.2.4. Sixty-four-bit
is present, but this is naequired These keywords applgnly o i _
to the HDU in which they are contained. If these keywords agXty-four-bit integersshallbe two’s complement signed binary
written in one HDU of a multi-HDUFITSfile then it isstrongly ~ integers, contained in eight bytes with decimal values iremg
recommendethat they also be written to every other HDU infrom —9223372036854775808 49223372036854775807.
the file with values appropriate to each HDU in turn; in that
case the checksum accumulated over the entire file will eq%aé 5 Unsianed integers
-0 as well. TheDATASUM keywordmustbe updated before the ™~ 9 9

CHECKSUM keyword. In general updating the two checksum keyrhe FITS format does not support a native unsigned integer
words shouldbe_the final step Qf any update to either data Qata type (except for the unsigned 8-bit byte data type)ther
header records in@BITSHDU. Itis highly recommendethat if  fore unsigned 16-bit, 32-bit, or 64-bit binary integers man
aFITSfile i; intended for public d.istrib.ution, then the checksurge stored directly in &I1TS data array. Instead, the appropri-
keywords, if presenshouldcontain valid values. ate dfset mustbe applied to the unsigned integer to shift the
value into the range of the corresponding signed integeichwh

is then stored in th&ITSfile. TheBZERO keywordshallrecord

the amount of the fiiset needed to restore the original unsigned
lue. TheBSCALE keywordshall have the default value df. ®

4.4.3. Additional keywords

New keywordsmaybe devised in addition to those described?'U¢ . ;
in this Standard, so long as they are consistent with therger{d. NS case, and the appropri#i2ERO value, as a function of
alized rules for keywords and do not conflict with mandato TPIX’ Is specified .|n Table11. ) ) )
or reserved keywords. Any keyword that refers to or depends This same techniquaustbe used when storing unsigned in-
upon the existence of other specific HDUs in the same or otH8@€rs in a binary-table column of signed integers ($e8t2y..

filesshouldbe used with caution because the persistence of thdg8ethis case theTSCALn keyword (analogous tcBSCALE)
HDUs cannot always be guaranteed. shallhave the default value df. 8, and the appropriateZERON

value (analogous tBZERO) is specified in Tablg19.

. .3. IEEE-754 floati ]
5. Data representation Y 54 floating point

Transmission of 32- and 64-bit floating-point data withire th

Primary and extension daghallbe represented in one of thep|Ts format shalluse the ANSIEEE-754 standard| (IEEE
formats described in this sectioAlTS datashallbe interpreted 198%) BITPIX = -32 andBITPIX = -64 signify 32- and 64-bit

to be a byte stream. Bytes are in big-endian order of dee/@aSs|egE fioating-point numbers, respectively: the absolutaeaf
significance. The byte that includes the sigrsbidll be first, and gy1p1y is used for computing the sizes of data structures. The
the byte that has the ones bftall be last. full IEEE set of number forms is allowed f& TS interchange,
including all special values.

TheBLANK keywordshould notbe used wheBRITPIX = -32
or -64; rather, the IEEE NaNshouldbe used to represent an
Each characteshallbe represented by one byte. A charactéidefined value. Use of thBSCALE and BZERO keywords is
shall be represented by its seven-bit ASCIL(ANSI_1977) code it recommended
the low-order seven bits in the byte. The high-ordeshill be AppendiXE has additional details on the IEEE format.
zero.

5.1. Characters

5.4. Time

5.2. Integers . . .
g There is strictly no such thing as a data typetfiore valuediata,

5.2.1. Eight-bit but rules to encode time values are given in §dct. 9 and in more
detail in/Rots et al! (2015).

Eight-bit integershall be unsigned binary integers, contained in

one byte with decimal values ranging from 0 to 255.

6. Random-groups structure

5.2.2. Sixteen-bit The random-groups structure allows a collection of ‘groups

Sixteen-bit integershall be two’s complement signed binary in-Where a group consists of a subarray of data and a set of as-
tegers, contained in two bytes with decimal values rangiogf Sociated parameter values, to be stored withinRHies primary
_32768 to+32767. data array. Random groups have been used almost exclusively

for applications in radio interferometry; outside this diethere

is little support for reading or writing data in this form&ither
5.2.3. Thirty-two-bit than the existing use for radio interferometry data, theloam-

groups structure is deprecated asttbuld note further used.
Thirty-two-bit integersshall be two’s complement signed binaryFor other applications, the binary-table extension (§&8).pro-
integers, contained in four bytes with decimal values naggivides a more extensible and better documented way of associa
from —2147483648 ta-2147483647. ing groups of data within a single data structure.
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Table 12: Mandatory keywords in primary header preceding ragcounT keyword. The value fieldshall contain an integer equal
dom groups. to the number of random groups present.

Position  Keyword

END keyword. This keyword has no associated value. Bytes 9

% E?qu]ii =T through 80shall contain ASCII spaces (decimal 32 or hexadec-
3 NAXTS imal 20).
4 NAXIS1 =0
5 NAXISN,n=2,..., value ONAXIS The total number of bits in the random-groups records exclu-
: sive of the fill described in Sedt_6.2 is given by the follogin
(other keywords, whicimustinclude .. .) expression:
GROUPS =T
PCOUNT
GCOUNT Npits = |IBITPIX| X GCOUNT X
: (PCOUNT + NAXIS2 X NAXIS3 X --- X NAXISm),  (4)
last END whereNyjs is non-negative and the number of bits excluding fill;
m is the value olNAXIS; andBITPIX, GCOUNT, PCOUNT, and the
6.1. Keywords NAXISnrepresent the values associated with those keywords.

6.1.1. Mandatory keywords
6.1.2. Reserved keywords

The STIPLE keyword isrequiredto be the first keyword in the PTYPEn keywords. The value fieldshallcontain a character

primary header of alFITSfiles, including those with random-?ring giving the name of Parameterlf the PTYPEN keywords

groups records. If the random-groups format records follg r more than one value of have the same associated name in
the primary header, the keyword records of the primary heai E

mustuse the keywords defined in Tablg 12 in the order specifie evaluefield, then the data value for the parameter of tiain

ey nare e S o 2 SO ) g S s ey
and the lasNAXISn keyword. P gp : P

a random parametenayhave more precision than the accompa-
nying data array elements; for example, by summing two 16-bi

SIMPLE keyword. The keyword record containing this keywordva@lues with the first scaled relative to the other such treastim
is structured in the same way as if a primary data array wdffms a number of up to 32-bit precision.
present (Seci. 4.4.1).

PSCALn keywords. This keywordshallbe used, along with the
ZERON keyword, when the™ FITS group parameter value is
ot the true physical value, to transform the group paramete
value to the true physical values it represents, usind Eghé.
value fieldshall contain a floating-point number representing the

NAXIS keyword. The value fieldshall contain an integer rang- Cogficient of the linear term in EQI5, the scaling factor between

ing from 1 to 999, representing one more than the number e values_and groupparametervalues at zéseb The default
axes in each data array. value for this keyword ig . 0.

BITPIX keyword. The keyword record containing this keyworoﬁ
is structured as prescribed in Séct. 4.4.1.

PZEROn keywords. This keywordshallbe used, along with the
PSCALN keyword, when then FITS group parameter value
is not the true physical value, to transform the group parame
ter value to the physical value. The value fisldall contain a
floating-point number, representing the true value cooedp
NAXISn keywords (n=2, ..., value of NAXIS). The NAXISn ing to a group parameter value Qf zero. The dgfaultvaluehiert
keywordsmustbe present for all values =2, ..., NAXIS, in keyword is®.0. The transformation equation is as follows:
increasing order ofi, and for no larger values af. The value
field shallcontain an integer, representing the number of po
tions along Axisn — 1 of the data array in each group.

NAXIS1 keyword. The value fieldshall contain the intege®,
a signature of random-groups format indicating that theneoi
primary data array.

%hysicalvalue = PZERONn + PSCALN x groupparamvalue (5)

. . . 6.2. Data sequence
GROUPS keyword. The value fieldshall contain the logical con-

stantT. The valueT associated with this keyword implies thafRandom-groups datshall consist of a set of groups. The num-
random_groups records are present_ ber of grOUpSha” be SpeCIerd by th€COUNT keyword in the

associated header. Each gralall consist of the number of pa-

rameters specified by ttRCOUNT keyword followed by an array
PCOUNT keyword. The value fielcshall contain an integer equal with the number of element¥eem given by the following ex-
to the number of parameters preceding each array in a grouppression:
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Table 13: Mandatory keywords IMAGE extensions.

Nelem = (NAXIS2 X NAXTIS3 X --- X NAXISm), (6) Position  Keyword

where Neiem IS the number of elements in the data array in a % ggggw_“ THAGE. ..

group,m is the value ofNAXIS, and theNAXISn represent the 3 NAXIS

values associated with those keywords. 4 NAXISN, n=1, ... NAXIS
The first parameter of the first growghallappear in the 5 PCOUNT = 0

first location of the first data block. The first element of each 6 GCOUNT =1

array shallimmediately follow the last parameter associated
with that group. The first parameter of any subsequent group
shallimmediately follow the last element of the array of the pre-
vious group. The arrayghall be organized internally in the same :
way as an ordinary primary data array. If the groups data do last END
not fill the final data block, the remainder of the blcstkall be

];Iged(gNe' LTBEzerOZ\)/alll;erzr;g;;e_ Sr?)rSesV\rlgt):/o?SSaa?Qm?erge%?tathaghplx keyword. The value fieldshall contain an integer. The
Y : group P FMabsolute value is used in computing the sizes of data stestu

shallbe no primary data array. It shall specify the number of bits that represent a data value.
The only valid values oBITPIX are given in TablEl8. Writers of
6.3. Data representation IMAGE extensionshouldselect aBITPIX data type appropriate

- . . . to the form, range of values, and accuracy of the data in tiag.ar
Permissible data representations are those listed in Bect. g y tiay

Parameters and elements of associated data ahajlhave the
same representation. If more precision is required for anas
ated parameter than for an element of a data array, the pssmam
shallbe divided into two or more addends, represented by t
same value for thBTYPEn keyword. The valushallbe the sum
of the physical values, whictnayhave been obtained from the
group parameter values using #8&CALn andPZERON keywords.

NAXISn keywords. TheNAXISn keywordsmustbe present for
7. Standard extensions all valuesn =1, ..., NAXIS, in increasing order of, and for

no other values oh. The value field of this indexed keyword
A standard extension is a conforming extension whose ozganishall contain a non-negative integer, representing the number
tion and content are completely specified in this Standahné. Tof elements along Axis of a data array. If the value of any
specifications for the three currently defined standarchesxt@s, of the NAXISn keywords is zero, then th@MAGE extension
namely, shall nothave any data blocks following the headerNKXIS
is equal tod thereshould notbe anyNAXISn keywords.

kother keywords ...)

AXTS keyword. The value fieldshallcontain a non-negative
teger no greater than 999, representing the number ofiaxes
associated data array. If the value is zero thenIMa&E

extensiorshall nothave any data blocks following the header.

1. IMAGE extensions;
2. TABLE ASClII-table extensions; and

3. BINTABLE binary-table extensigggy PCOUNT keyword. The value fieldshall contain the integed.

are given in the following sections. A list of other conformyi

extensions is given in Appendix F. . _ _
GCOUNT keyword. The value fieldshall contain the integet;

. eachIMAGE extension contains a single array.
7.1. Image extension

TheFITS IMAGE extension is nearly identical in structure to the . .
the primary HDU and is used to store an array of data. Multi[:i?lD keyword. This keyword has no associated value. Bytes 9

IMAGE extensions can be used to store any number of arr ou_gh 8Gshall be filled with ASCII spaces (decimal 32 or hex-
in a singleFITS file. The first keyword in arIMAGE extension adecimal 20).
shallbeXTENSION=.,'IMAGE. . .".

7.1.2. Other reserved keywords
7.1.1. Mandatory keywords
The reserved keywords defined in SEct. 4.4.2 (exce @XBEND
d BLOCKED) mayappear in an image-extension header. The
eywordsmustbe used as defined in that section.

The XTENSION keyword isrequiredto be the first keyword of
all IMAGE extensions. The keyword records in the header of
image extensiomustuse the keywords defined in Talple] 13 i
the order specified. No other keywordgyintervene between

theXTENSION andGCOUNT keywords. 7.1.3. Data sequence

XTENSION keyword. The value fieldshall contain the character The data formashallbe identical to that of a primary data array
string ' IMAGE._....". as described in Se¢i._3.8.2.
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Table 14: Mandatory keywords in ASCII-table extensions.

Position  Keyword

1 XTENSION=_'TABLE_..'
2 BITPIX = 8
3 NAXIS =2
4 NAXIS1
5 NAXIS2
6 PCOUNT = 0
7 GCOUNT = 1
8 TFIELDS
kother keywords, including (ifFIELDS is not zero) ...)
TTYPEn,n =1, 2, ..., k wherekis the value offFIELDS (recommended
TBCOLnh,n=1, 2, ..., k wherekis the value offFIELDS (required
TFORMn, n =1, 2, ..., k wherekis the value offFIELDS (required
last ﬁND
7.2. The ASCIl-table extension Table 15: ValidTFORMN format values irTABLE extensions.
The ASCII-table extension provides a means of storing cgtal
and tables of astronomical data FiTS format. Each row of Fieldvalue Data type
the tabl_e con_S|sts_of a fixed-length sequence of ASCII charac Aw _ Character
ters divided into fields that correspond to the columns in the Iw  Decimal integer
table. The first keyword in an ASCII-table extensisiall be Fu.d Floating-point, fixed decimal notation
XTENSION=,'TABLE_..". Ew.d Floating-point, exponential notation

Dw.d Floating-point, exponential notation

7.2.1. Mandatory keywords

Notes.w is the width in characters of the field adds the number of

The header of an ASClI-table extensionstuse the keywords digits to the right of the decimal,

defined in Tabld_14. The first keywomhustbe XTENSION;
the seven keywords followingTENSION (BITPIX ...TFIELDS)

mustbe in the order specified with no intervening keywords. TFIELDS keyword. The value fieldshall contain a non-negative

integer representing the number of fields in each row. The-max
imum permissible value is 999.

XTENSION keyword. The value fieldshall contain the character

string ' TABLE....".

. _ _ TBCOLn keywords. The TBCOLn keywordsmustbe present for
BITPIX keyword. The value fieldshallcontain the intege8, all valuesn =1, ..., TFIELDS and for no other values af. The
denoting that the array contains ASCII characters. value field of this indexed keywoshall contain an integer spec-
ifying the column in which Fielch starts. The first column of a

NAXIS keyword. The value fieldshall contain the integez, de- row is numbered 1.

noting that the included data array is two-dimensional:sawd
columns.

TFORMn keywords. The TFORMn keywordsmustbe present for
NAXIS1 keyword. The value fieldshall contain a non-negative all valuesn =1, ..., TFIELDS and for no other values af.
integer, giving the number of ASCII characters in each row dfhe value field of this indexed keywohallcontain a char-
the table. This includes all the characters in the defineddfielacter string describing the format in which Figids encoded.
plus any characters that are not included in any field. Only the formats in Tablg15, interpreted as Fortran (ISO4200

input formats and discussed in more detail in SEct. V.26, ar

. i . permitted for encoding. Format codesistbe specified in upper

NAXIS2 keyword. The value fieldshall contain a non-negative case. Other format editing codes common to Fortran suclpas re
integer, giving the number of rows in the table. etition, positional editing, scaling, and field terminatiare not

permitted. All values in numeric fields have a number base of
PCOUNT keyword. The value fieldshall contain the integes. ten (i.e., the_y are decimal); b|_nary, octal, hexadeumui,(at_her

representations are not permitted. Tid&SPn keyword, defined

in Sect[ 7.2 Pmaybe used taecommendhat a decimal integer
GCOUNT keyword. The value fieldshallcontain the integet; value in an ASCII table be displayed as the equivalent binary
the data blocks contain a single table. octal, or hexadecimal value.
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Table 16: ValidTDISPn format values irTABLE extensions.

Field value Data type
Aw  Character

Iw.m Integer

Bw.m Binary, integers only

Oow.m Octal, integers only

Zw.m Hexadecimal, integers only

Fw.d Floating-point, fixed decimal notation

Ew.dEe Floating-point, exponential notation
ENw.d Engineering; E format with exponent multiple of three
ESw.d Scientific; same as EN but non-zero leading digit if not zero
Gw.dEe General; appears as F if significance not lost, else E.
Dw.dEe Floating-point, exponential notation

Notes.w is the width in characters of displayed valuass the minimum number of digits displayedljs the number of digits to right of decimal,
ande is number of digits in exponent. Then andEe fields areoptional

END keyword. This keyword has no associated value. Bytes Wherefield value is the value that is actually stored in that
through 80shall contain ASCII spaces (decimal 32 or hexadedable field in theFITSfile.
imal 20).

TZEROn keywords. This indexed keyworghallbe used, along
7.2.2. Other reserved keywords with theTSCALN keyword, to linearly scale the values in the table

s : ; ield n to transform them into the physical values that they rep-
In addition to the reserved keywords defined in Jecf, 4.2 g ; : X ) .
cept for EXTEND and BLOCKED)),Mt/he following other reserveé resent using EdJ 7.' The value f_leitiall contain a floatlr_]g-pomt
keywordsmaybe used to describe the structure of an ASCInumber representing the physical value.corresponqllng Bran
table data array. They ammtional but if they appear within an ray value of zero. The default value fort_h|s keywor@ i®. This
ASClIlI-table extension header, theyustbe used as defined in keywordmust nobe used for A-format fields.
this section of this Standard.

TNULLn keywords. The value field for this indexed keyword

TTYPEn keywords. The value field for this indexed keywordgshallcontain the character string that represents an undefined
shallcontain a character string giving the name of Fialdt value fquleIm. The string is implicitly space filled to the width

is strongly recommendethat every field of the table be as-of the field.

signed a unique, case-insensitive name with this keyward, a

it is recommendedhat the character string be composed on
of upper- and lower-case letters, digits, and the undees¢ot,
decimal 95, hexadecimal 5F) character. Use of other chensist

l¥DISPn keywords. The value field of this indexed keyword
shallcontain a character string describing the format recom-
mended for displaying an ASCII-text representation of &f th

not recommendellecause it may be fiicult to map the column . . ; .
: : . . contents of Fielch. This keyword overrides the default display
names into variablesin some languages (€.g., any hypHeos, |imat given by theTFORMNn keyword. If the table value has

‘+’ characters in the name may be confused with mathemati%%

operators). String comparisons with (fEYPEN keyword values 2o scaled, the physjcal \{alue, derivepl “Si”@qﬂ“ be.dis-
sﬁould nozbe casge senFs)itive (e.g., TIME’ and ’%Vn\fnehouldbe played. All elements in a fieldhallbe displayed with a single,

. repeated format. Only the format codes in T4blk 16, intéepre
interpreted as the same naggl as Fortran (ISQ_2004) output formats, and discussed in mere d
tail in Sect[7.314, are permitted for encoding. The fornuates
TUNITn keywords. The value fieldshallcontain a character mustbe specified in upper case. If tiB&.m, Ow.m, andZw.m
string describing the physical units in which the quantity iformats are not readily available to the reader,hem display
Field n, after any application of'SCALn and TZERON, is ex- formatmaybe used instead, and if tf#w.d andESw. d formats
pressed. Unitsustfollow the prescriptions in Sedi.4.3. are not availablekw. d maybe used.

TSCALn keywords. This indexed keyworghallbe used, along  The following four keywordsnaybe used to specify minimum
with the TZERONn keyword, to linearly scale the values in the taand maximum values in numerical columns ofF&'S ASCII
ble Fieldn to transform them into the physical values that theyr binary table. These keywordasusthave the same data type
represent using E§J 7. The value fiedallcontain a floating- as the physical values in the associated column (eithertan in
point number representing the ¢beient of the linear term in ger or a floating-point number). Any undefined elements in the
the scaling equation. The default value for this keywordl.i8. columnshallbe excluded when determining the value of these
This keywordmust notbe used for A-format fields. keywords.

The transformation equation used to compute a true physical

value from the quantity in Field is . ) )
TDMINn keywords. The value fieldshall contain a number giv-

physicalvalue = TZEROn + TSCALn x field_value (7) ing the minimum physical value contained in Columof the
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table. This keyword is analogous to th&TAMIN keyword that shallbe the same for every row. Fieldsayoverlap, but this us-

is defined for arrays in Se¢f. 4.4.2.5. age isnot recommendednly a limited set of ASCII character

valuesmayappear within any field, depending on the field type

) . . as specified below. Theraaybe characters in a table row that

TDMAXn keywords. The value fieldshall contain a number giv- e not included in any field, (e.g., between fields, or befioee

ing the maximum physical value contained in Columaof the - g fied or after the last field). Any seven-bit ASCII chaterc

table. This keyword is analogous to th&TAMAX keyword that 4voccur in characters of a table fow that are not included in a

is defined for arrays in Se¢f. 4.4.2.5. defined field. A common convention is to include a space char-
acter between each field for added legibility if the table isw

TLMINn keywords. The value fieldshall contain a number that displayed verbatim. Itis also permissible to add contrairel-
specifies the minimum physical value in Columnthat has ters, such as a carriage return or line-feed characteqwoly
a valid meaning or interpretation. The column is nequired thg last flelo_i in each row as a way of formatting the table i§it i
to actually contain any elements that have this value, aad ffinted or displayed by a text-editing program.
column maycontain elements with physical values less than
TLMINNn, however, the interpretation of any such out-of-rangﬁzls Entries
column elements is not defined.
All data in an ASClI-table extension fiekhallbe ASCII text in
, . a format that conforms to the rules for fixed field input in FFamnt
TLMAXn keywords. The value fieldshall contain a number that (55 [5004) format, as described below. The only possible for
specifies the maximum physical value in Columrthat has aisghallbe those specified in Taklel15. If values-df and+0
a valid meaning or interpretation. The column is mequired ~heeq 1o be distinguished, then the sign charastieuldappear
to actually contain any elements that have this value, aad 3 separate field in character formEMULLn keywordsmaybe
columnmaycontain elements with physical values greater thaflq 1o specify a character string that represents an uedefin
TLMAXn, however, the interpretation of any such out-of-rangg,|,e in each field. The characters representing an undefined
column elements is not defined. valuemaydiffer from field to field bumustbe the same within

a field. Writers of ASCII tableshouldselect a format for each

The TLMINn and TLMAXn keywords are commonly used wherfi€ld that is appropriate to the form, range of values, andiacc
constructing histograms of the data values in a column. for dacy of the data in that field. This Standard does not impose an
ample, if a table contains columns that give thand ? pixel UpPPer limit on the number of digits of precision, nor any limi
location of a list of photons that were detected by a photofD the range of numeric values. Software packages that read o
counting device, then thELMINn and TLMAXn keywords could Write data according to this Standard could be limited, haxe
be used respectively to specify the minimum and maximum valt the range of values and exponents that are supported (e.g.
ues that the detector is capable of assigning toXhand Yt the range that can be represented by 32-bit or 64-bit pinar
columns. numbers).

The value of each entrghallbe interpreted as described in
the following paragraphs.
7.2.3. Data sequence

The table is constructed from a two-dimensional array of ASCCharacter fields. The value of a character-formatteti field
characters. The row length and the number of relaal be those is a character string of widtlw containing the characters in
specified, respectively, by thRAXIS1 andNAXTIS2 keywords of columnsTBCOLN throughTBCOLn+w — 1. The character string
the associated header. The number of characters in a ro@andshallbe composed of the restricted set of ASCII-text characters
number of rows in the tablghall determine the size of the char-with decimal values in the range 32 through 126 (hexadecimal
acter array. Every row in the arrahall have the same number of20 through 7E).

characters. The first character of the first isivall be at the start

of the data block immediately following the last header kloc . _ o

The first character of subsequent rostsll follow immediately Integer fields. The value of an integer-formattedh field is a

the character at the end of the previous row, independemieof gigned decimal integer contained in ColunBCOLN through
FITS block structure. The positions in the last data block aftdBCOLN+w — 1 consisting of a singleptionalsign (' +” or ’-")

the last character of the last row of the tableall be filled with ~ followed by one or more decimal digitsq’ through’9”). Non-
ASCII spaces. significant space charactersmyprecede an@r follow the inte-

ger value within the field. A blank field has value 0. All charac
. ters other than leading and trailing spaces, a contiguoing if
7.2.4. Fields decimal digits, and a single leading sign character areddem.

Each row in the arraghall consist of a sequence of from 0 to

9909 fields, as specified by tMEIELDS keyword, with one entry Real fields. The value of a real-formatted field'.d, Ew.d,
in each field. For every field, the Fortran (ISO_2004) format @fiv. d) is a real number determined from thecharacters from
the information contained (given by ti&O0RMn keyword), the ColumnsTBCOLN throughTBCOLNn+w — 1. The value is formed
location in the row of the beginning of the field (given by théy

TBCOLn keyword), and g¢ptionally, but strongly recommendéd

the field name (given by th€TYPEn keyword),shallbe speci- 1. discarding any trailing space characters in the field ayid-r
fied in the associated header. The location and format ofsfield justifying the remaining characters,
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2. interpreting the first non-space characters as a nuntgrigs BITPIX keyword. The value fieldshall contain the integes,
consisting of a singl®ptionalsign "+’ or ’-’) followed denoting that the array is an array of eight-bit bytes.
by one or more decimal digits § through’9’) optionally
containing a single decimal point (*). The numeric string _ ) )
is terminated by the end of the right-justified field or by th¥AXIS keyword. The value fieldshall contain the integez, de-
occurrence of any character other than a decimal point)( noting that the included data array is two-dimensional:sawd
and the decimal integers @ through’9’). If the string columns.
contains no explicit decimal point, then the implicit deci-

mal point is taken as immediately preceding the rightmost i . .
d digits of the string, with leading zeros assumed if necel2X1S1 keyword. The value fieldshall contain a non-negative

sary. The use of implicit decimal points deprecatecand integer, giving the number of eight-bit bytes in each rowhsf t
is strongly discouraged because of the possibility FHaG- table.
reading programs will misinterpret the data value. Therfo

real-formatted fieldshouldalways contain an explicit deci- yy1g keyword. The value fieldshall contain a non-negative

mal point. : e :
. I . integer, giving the number of rows in the table.
3. If the numeric string is terminated by a ger. gving
() '+’ or’-’, interpreting the following string as an expo-
nentin the form of a signed decimal integer, or PCOUNT keyword. The value fieldshall contain the number of

(b) "E’, or’D’, interpreting the following string as an expo-ytes that follow the table in the supplemental data ardadal
nent of the fornE or D followed by anoptionallysigned the heap.

decimal integer constant.
4. The exponent string, if present, is terminated by the énd o
the right-justified string. GCOUNT keyword. The value fieldshallcontain the integet;
5. Characters other than those specified above, includinrg dahe data blocks contain a single table.
bedded space characters, are forbidden.

TFIELDS keyword. The value fieldshall contain a non-negative
The numeric value of the table field is then the value of the ninteger representing the number of fields in each row. The-max
meric string multiplied by ten (10) to the power of the expeine imum permissible value is 999.
string, i.e., value= numericstringx 1((exponentsting) The default
exponentis zero and a blank field has value zero. There ino di
ference between thg D, andE formats; the content of the string TFORMn keywords. The TFORMNn keywordsmustbe present for
determines its interpretation. Numbers requiring moreigien all valuesn =1, ..., TFIELDS and for no other values at.
andor range than the local computer can suppeat/be repre- The value field of this indexed keywomhallcontain a char-
sented. It is good form to specifyaformat in TFORMNn for a  acter string of the formTa. The repeat count is the ASCII
column of an ASCII table when that column will contain numrepresentation of a non-negative integer specifying thaber
bers that cannot be accurately represented in 32-bit IEE& i of elements in Fielch. The default value of is 1; the repeat
format (see AppendiXIE). count need not be present if it has the default value. A zero el
ement count, indicating an empty field, is permitted. Theadat
typeT specifies the data type of the contents of Fiel®nly the
7.3. Binary-table extension data types in Table_18 are permitted. The format codestbe
specified in upper case. For fields of typ@r Q, the only per-
The binary-table extension is similar to the ASCII tablehiattit mitted repeat counts are 0 and 1. The additional charaa s
provides a means of storing catalogs and tables of astr@admipptional and are not further defined in this Standard. Table 18
data inFITS format, however, it fiers more features and pro-ists the number of bytes each data type occupies in a tale ro
vides more-fficient data storage than ASCI| tables. The numethe first field of a row is numbered 1. The total number of bytes
ical values in binary tables are stored in more-compactrpinen,,, in a table row is given by
formats rather than coded into ASCII, and each field of a lyinar
table can contain an array of values rather than a simplarscal
as in ASCII tables. The first keyword in a binary-table exiens
shallbeXTENSION=.,'BINTABLE'. TFIELDS
Nrow = Z rib; (8)
7.3.1. Mandatory keywords i

The XTENSION keyword is the first keyword of all binary- wherer; is the repeat count for Field b; is the number of bytes
table extensions. The seven keywords followinBITPIX for the data type in Field, and TFIELDS is the value of that
...TFIELDS) mustbe in the order specified in Talile]17, with nckeyword,mustequal the value dfAXIS1.

intervening keywords.

END keyword. This keyword has no associated value. Bytes 9

XTENSION keyword. The value fieldshall contain the character through 80shall contain ASCII spaces (decimal 32 or hexadec-
string ’BINTABLE’. imal 20).
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Table 17: Mandatory keywords in binary-table extensions.

Position  Keyword

XTENSION=_ 'BINTABLE'
BITPIX =8

NAXIS =2

NAXIS1

NAXIS2

PCOUNT

GCOUNT =1

TFIELDS

o~NoOUThhWNE

(other keywords, including (ifFIELDS is not zero) ...)
TTYPEn,n =1, 2, ..., k wherekis the value offFIELDS (recommended
TFORMN, n =1, 2, ..., k wherekis the value offFIELDS (required

last END

Table 18: ValidTFORMN data types irBINTABLE extensions.  TUNITn keywords. The value fieldshallcontain a character
string describing the physical units in which the quantity i

TFORMN value Description Eight-bit Bytes  Field n, after any application ofSCALn and TZERON, is ex-
'L’ Logical 1 pressed. Unitsmustfollow the prescriptions in Sedf. 4.3.
X’ Bit T
’?’ ligi?t”iﬁfet;ff 21 TSCALn keywords. This indexed keyworghallbe used, along
10 32-hit integer 4  with the TZERON keyword, to linearly scale the values in the ta-
K’ 64-bit integer 8 Dble Fieldn to transform them into the physical values that they
A’ Character 1 - representusing EQ] 7.Mmust note used if the format of Field
'E’ Single-precision floating point 4 is’A’,’L’,or’X’. Forfields with all other data types, the value
‘D’ Double-precision floating point 8 field shallcontain a floating-point number representing the co-
'c Single-precision complex 8 efficient of the linear term in Eq7, which is used to compute
M Double-precision complex 16

the true physical value of the field, or, in the case of the demp
data types’'C’ and’M’, of the real part of the field, with the
imaginary part of the scaling factor set to zero. The defallie

for this keyword isl. 0. For fields of type' P’ or ’Q’, the values

of TSCALn andTZEROn are to be applied to the values in the data

array in the heap area, not the values of the array desc(gser
7.3.2. Other reserved keywords Sect[7.35).

P’ Array Descriptor (32-bit) 8
Q’ Array Descriptor (64-bit) 16

Notes.(” Number of eight-bit bytes needed to contain all bits.

In addition to the reserved keywords defined in Sect. ¥.4«2 (eTZEROn keywords. This indexed keyworghallbe used, along
cept for EXTEND and BLOCKED), the following other reserved with the TSCALn keyword, to linearly scale the values in the ta-
keywordsmaybe used to describe the structure of a binary-tablde Fieldn to transform them into the physical values that they
data array. They areptional but if they appear within a binary- represent using EQJ 7.fust note used if the format of Field
table extension header, thewstbe used as defined in this secis A’, ’L’, or ’X’. For fields with all other data types, the value
tion of this Standard. field shall contain a floating-point number representing the true
physical value corresponding to a value of zero in fielaf the
FITSfile, or, in the case of the complex data typ&s and’ N,
in the real part of the field, with the imaginary part set toozer
TTYPEn keywords. The value field for this indexed keywordThe default value for this keyword &. 8. Equatioriy is used to
shallcontain a character string giving the name of Fieldt compute a true physical value from the quantity in Field~or
is strongly recommendethat every field of the table be as-fields of type’P’ or ’Q’, the values of'SCALn andTZERON are
signed a unique, case-insensitive name with this keyward, ato be applied to the values in the data array in the heap aoga, n
it is recommendedhat the character string be composed onlhe values of the array descriptor (see Ject. 17.3.5).
of upper- and lower-case letters, digits, and the undees¢ot, In addition to its use in representing floating-point values
decimal 95, hexadecimal 5F) character. Use of other chensist as scaled integers, tHIZERON keyword is also used when stor-
not recommendeldecause it may be filicult to map the column ing unsigned integer values in the field. In this special ¢hse
names into variables in some languages (e.g., any hypheos, * TSCALn keyword shallhave the default value of.® and the
‘+' characters in the name may be confused with mathemati@EROn keywordshall have one of the integer values shown in
operators). String comparisons with thEYPEn keyword values Table[19
should note case sensitive (e.g., 'TIME’ and 'Timshouldbe Since the binary-table format does not support a native un-
interpreted as the same name). signed integer data type (except for the unsigned eight#jit
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Table 19: Usage OfZERON to represent non-default integer data types.

TFORMN  Native Physical TZERON
data type data type
"B’ unsigned signed byte -128 (=29
"I’ signed  unsigned 16-bit 32768  (21%)
')’ signed  unsigned 32-hit 2147483648 (2%

'K’ signed  unsigned 64-bit 9223372036854775808  (25%)

column type), the unsigned values are stored in the field as MHEAP keyword. The value field of this keywordhall contain

tive signed integers with the appropriate integéset specified an integer providing the separation, in bytes, between time s
by the TZERON keyword value shown in the table. For the bytef the main data table and the start of a supplemental dasa are
column type, the converse technique can be used to storedsigcalled the heap. The default value, which is also the minimum
byte values as native unsigned values with the nega##80n allowed valueshallbe the product of the values BAXIS1 and
offset. In each case, the physical value is computed by addingliaXIS2. This keywordshall notbe used if the value GfCOUNT
offset specified by th&ZEROn keyword to the native data typeis 8. The use of this keyword is described in in SEct. 7.3.5.
value that is stored in the table field.

TDIMn keywords. The value field of this indexed keyword
gshallcontain a character string describing how to interpret the

shallcontain the integer that represents an undefined value FNteNts of Fielch as a multi-dimensional array with a format

Field n of Data TypeB, I, J orK, orP or Q array-descriptor fields ©' ' {,m,n...>", wherel, m n, ...are the dimensions of the

(Sect[7.35) that point ®, I, J orK integer arrays. The keyword &T@y- The data are ordered such that the array index of gte fir
must nobe used if Fieldh is of any other data type. The value ofdimension givenlf is the most rapidly varying, and that of the

this keyword corresponds to the table column values before fSt dimension given is the least rapidly varying. The tatah-

plying any transformation indicated by tH6CALn andTzEROn D€ Of elements in the array equals the product of the diressi
keywords. specified in theTDIMn keyword. The sizanustbe less than or

equal to the repeat count in tA8ORMn keyword, or, in the case

If the TSCALh and TZEROn keywords do not have the de-Of columns thathave &’ or ’Q’ TFORMn data type, less than or
fault values of1.0 and 0.0, respectively, then the value oféqualto the array length specified in the variable-lengeete-
the TNULLn keyword mustequal the actual value in theITS Scriptor (see Sedf. 7.3.5). In the special case where thebles
file that is used to represent an undefined element and not i¢/gth array descriptor has a size of zero, thenTihEIn key-
corresponding physical value (computed from Bq. 7). To a‘ite}Norq is not appllcab!e. If the number of element_s in the array
SpecifiC, common examp|ensigned16_bit integers are repre- Imp!led by theTPIMn is fewer than the g]located size of the ar-
sented in &ignedinteger column (W|th['FOR1V_[n =1 ’) by set- ray n theFlTSflle, then the Unused tr_alllng elemenstsouldbe
ting TZERON = 32768 and TSCALN = 1. If it is desired to use interpreted as containing undefined fill values.

elements that have amsignedvalue (i.e., the physical value) A character string is represented in a binary table by a one-

equal to 0 to represent undefined elements in the field, tren fimensional character array, as described under ‘Charaacte

TNULLn keywordmustbe set to the value32768 because that ihe |ist of data types in Sedf_7.8.3. For example, a Fortran

is the actual value stored in tiigTSfile for those elements in cyaraCTER*20 variable could be represented in a binary table as

the field. a character array declaredEEORMN = *20A°. Arrays of strings,
i.e., multi-dimensional character arraysaybe represented us-
ing the TDIMN notation. For example, ifTFORMN = *60A’ and

TDISPn keywords. The value field of this indexed keywordTDIMn="(5,4,3)’, then the entry consists of 43 array of

shallcontain a character string describing the format recortrings each comprising five characters.

mended for displaying an ASCII-text representation of the-c

tents of Fieldn. If the table value has been scaled, the physical

value, derived using Ef] 8hallbe displayed. All elements in a The following four keywordsnaybe used to specify minimum

field shallbe displayed with a single, repeated format. For puand maximum values in numerical columns dFl@S ASCII or

poses of display, each byte of bit (Typg and byte (TypeB) binary table. These keywordsusthave the same data type as

arrays is treated as an unsigned integer. Arrays of Aypaybe the physical values in the associated column (either agénter

terminated with a zero byte. Only the format codes in TAble 28 floating-point number). Any undefined elements in the colum

interpreted as Fortran (1ISO_2004) output formats, and disedi or any other IEEE special values in the case of floating-point

in more detail in Sec{_7.3.4, are permitted for encodinge Tltolumnsshallbe excluded when determining the value of these

format codesnustbe specified in upper case. If tBe.m, Ow.m, keywords.

andZw .mformats are not readily available to the reader nen

display formamaybe used instead, and if tR&w.d andESw. d

formats are not availabl&yw.d maybe used. In the case of fieldSTDMINn keywords. The value fieldshall contain a number giv-

of TypeP orQ, theTDISPnvalue applies to the data array pointedng the minimum physical value contained in Columiof the

to by the array descriptor (Selct._713.5), not the valuesdrathay table. This keyword is analogous to th&TAMIN keyword that

descriptor itself. is defined for arrays in Se¢i. 4.4.2.5.

TNULLn keywords. The value field for this indexed keywor
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Table 20: ValidTDISPn format values irBINTABLE extensions.

Field Value Data type
Aw  Character

Lw Logical
Iw.m Integer
Bw.m Binary, integers only
Ow.m Octal, integers only
Zw.m Hexadecimal, integers only

Fw.d Floating-point, fixed decimal notation
Ew.dEe Floating-point, exponential notation
ENw.d Engineering; E format with exponent multiple of three
ESw.d Scientific; same as EN but non-zero leading digit if not zero
Gw.dEe General; appears as F if significance not lost, else E.
Dw.dEe Floating-point, exponential notation

Notes. w is the width in characters of displayed valuess the minimum number of digits displayedljs the number of digits to right of decimal,
ande is number of digits in exponent. Then andEe fields areoptional

TDMAXn keywords. The value fieldshall contain a number giv- 7.3.3.1. Main data table

ing the maximum physical value contained in Columaof the

table. This keyword is analogous to th&TAMAX keyword that The table is constructed from a two-dimensional byte ar-

is defined for arrays in Se€i. 4.4.2.5. ray. The number of bytes in a rasthall be specified by the value
of the NAXIS1 keyword and the number of rovehallbe spec-
ified by theNAXTIS2 keyword of the associated header. Within

TLMINn keywords. The value fieldshall contain a number that 3 row, fields shallbe stored in order of increasing column

specifies the minimum physical value in Columnthat has number, as determined from thef the TFORMNn keywords. The

a valid meaning or interpretation. The column is mequired ~number of bytes in a row and the number of rows in the table

to actually contain any elements that have this value, aed #hall determine the size of the byte array. Every row in the array

column maycontain elements with physical values less thaghall have the same number of bytes. The first shall begin at

TLMINN, however, the interpretation of any such out-of-rang@e start of the data block immediately following the lasatier

column elements is not defined. block. Subsequent rowshallbegin immediately following the
end of the previous row, with no intervening bytes, indepesrd

) ) of the FITS block structure. Words need not be aligned along
TLMAXn keywords. The value fieldshallcontain a number that \y5rd boundaries.

specifies the maximum physical value in Columrthat has

a valid meaning or interpretation. The column is mequired Each row in the arraghall consist of a sequence of from 0

to actually contain any elements that have this value, arad tle 999 fields as specified by tMEIELDS keyword. The number

columnmaycontain elements with physical values greater thaxf elements in each field and their data tygillbe specified

TLMAXn, however, the interpretation of any such out-of-ranggy theTFORMN keyword in the associated header. A separate for-

column elements is not defined. mat keywordmustbe provided for each field. The location and
format of fieldsshall be the same for every row. Fieldsaybe
empty, if the repeat count specified in the value of THORMn

The TLMINn and TLMAXn keywords are commonly used wherkeyword of the header & Writers of binary tableshouldselect

constructing histograms of the data values in a column. ¥or e format appropriate to the form, range of values, and acgura

ample, if a table contains columns that give tendY pixel of the data in the table. The following data types, and norsthe

location of a list of photons that were detected by a photoare permitted.

counting device, then thBLMINn and TLMAXn keywords could

be used respectively to specify the minimum and maximum val-

ues that the detector is capable of assigning toXhandY | ggical. If the value of theTFORMN keyword specifies Data
columns. Type’L’, the contents of Field shallconsist of ASCIIT indi-
cating true or ASCIF, indicating false. A 0 byte (hexadecimal

7.3.3. Data sequence 00) indicates a NULL value.

The data in a binary-table extensisinall consist of a main data »

table, whichmay, but need not, be followed by additional bytedit array. If the value of therFORMn keyword specifies data type
in the supplemental data area. The positions in the lastitatixs  ’ X’ the contents of Fiela shallconsist of a sequence of bits
after the last additional byte, or, if there are no additldnaes, starting with the most-significant bit; the bits followispallbe

the last character of the last row of the main data taiallbe in order of decreasing significance, ending with the legstifi
filled by setting all bits to zero. cant bit. A bit arrayshallbe composed of an integral number of

bytes, with those bits following the end of the data set tmzer
No null value is defined for bit arrays.
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Character. If the value of theTFORMNn keyword specifies Data Double-precision floating point. If the value of theTFORMn
Type ’A’, Field n shallcontain a character string of zero-orkeyword specifies Data Type€D’, the data in Fieldn
more members, composed of the restricted set of ASCII-testiallconsist of ANSIIEEE-754 (IEEE | 1985) 64-bit double-
characters. This character strintaybe terminated before the precision floating-point numbers, in big-endian byte ora@er
length specified by the repeat count by an ASCIl NULL (hexdescribed in Appendik]E. All IEEE special values are recog-
adecimal code 00). Characters after the first ASCIl NULL amgized. The IEEE NaN is used to represent null values.

not defined. A string with the number of characters specified b

the repeat countis not NULL terminated. Null strings arercksfi

by the presence of an ASCII NULL as the first character. ~ Single precision complex. If the value of theTFORMn keyword
specifies Data TypécC’, the data in Fielch shallconsist of a

sequence of pairs of 32-bit single-precision floating-poum-
bers. The first member of each pahallrepresent the real part
of a complex number, and the second memdleall represent
the imaginary part of that complex number. If either member
contains an IEEE NaN, the entire complex value is null.

Unsigned 8-Bit integer. If the value of theTFORMNn keyword
specifies Data TypéB’, the data in Fieldh shallconsist of un-
signed eight-bit integers, with the most-significant bitfimand
subsequent bits in order of decreasing significance. Nlliega
are given by the value of the associat@@LLn keyword. Signed

g(t;:?mers can be represented using the convention descmbe(I-.j)ouble-precision complex. If the value of theTFORMNn key-

word specifies Data Typ&M’, the data in Fielch shallconsist
of a sequence of pairs of 64-bit double-precision floating¥p
o . numbers. The first member of each pstiall represent the real
16-Bit integer. If the va}Iue. of theTFORMn.keyword specifies part of a complex number, and the second member of the pair
Data Type’I’, the data in Fielah shallconsist of two’s comple- spa|irepresent the imaginary part of that complex number. If ei-

ment signed 16-bit integers, contained in two bytes. Thetmog,er member contains an IEEE NaN, the entire complex value is
significant byteshallbe first (big-endian byte order). Within .

each byte the most-significant tsihall be first, and subsequent
bits shall be in order of decreasing significance. Null values are

given by the value of the associatBRlULLn keyword. Unsigned ‘Array descriptor. The repeat count on the and Q array-

integers can be represented using the convention desdribedescriptor fieldsnusteither have a value @& (denoting an empty

Sect[5.25. field of zero bytes) on. If the value of theTFORMN keyword
specifies Data Typé&lP’, the data in Fieleh shallconsist of one
pair of 32-bit integers. If the value of tH®#ORMn keyword spec-

32-Bit integer. If the value of theTFORMNn keyword specifies ifies Data Typ€ 1Q’, the data in Fielah shallconsist of one pair

Data Type’ 1’, the data in Fieleh shallconsist of two’s comple- of 64-bit integers. The meaning of these integers is defined i

ment signed 32-bit integers, contained in four bytes. ThetmoSect[7.35.

significant byteshallbe first, and subsequent bytsisall be in

order of decreasing significance (big-endian byte ordeithiw/

each byte, the most-significant Isihall be first, and subsequent?-3.3.2. Bytes following main table

bits shall be in order of decreasing significance. Null values are _

given by the value of the associatB¥iJLLn keyword. Unsigned The main data tablemaybe followed by a supplemental

integers can be represented using the convention desdribedlata area called the heap. The size of the supplemental data
Sect[5.25. area, in bytes, is specified by the value of B@®UNT keyword.
The use of this data area is described in $ect.17.3.5.

64-Bit integer. If the value of theTFORMn keyword specifies
Data Type’K’, the data in Fielah shallconsist of two's comple-

ment signed 64-bit integers, contained in eight bytes. To8tM 1 jndexedrpISPN keywordmaybe used to describe the rec-
significant byteshallbe first, and subsequent bytsssallbe in o mmended format for displaying an ASClI-text represeatati
f the contents of Fiela. The permitted display format codes
for each type of data (i.e., character strings, logicakget, or
real) are given in Table 20 and described below.

7.3.4. Data display

significant bitshall be first, and subsequent bikallbe in or-
der of decreasing significance (big-endian byte order)l d&H
ues are given by the value of the associat&dLLn keyword.
Unsigned integers can be represented using the convergion d

scribed in Secf. 5.2.5. Character data. If the table column contains a character string
(with TFORMNn = "rA’) then theTDISPn format codemustbeAw,
wherew is the number of characters to display. If the charac-
Single-precision floating point. If the value of theTFORMn key- ter datum has length less than or equaliidt is represented
word specifies Data Typé&E’, the data in Fielch shallconsist on output right-justified in a string of characters. If the char-
of ANSI/IEEE-754 (IEEE| 1985) 32-bit floating-point numbersacter datum has length greater tharthe firstw characters of
in big-endian byte order, as described in Appefdix E. All EEEthe datum are represented on output in a string oharacters.
special values are recognized. The IEEE NaN is used to rep8aracter data are not surrounded by single- or doubleatjant
sent null values. marks unless those marks are themselves part of the da& valu
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Logical data. If the table column contains logical data (with  TheES format code is processed in the same manner as the
TFORMNn = "rL’) then theTDISPnformat codenustbeLw, where E format code except that the exponent is taken so thatl
w is the width in characters of the display field. Logical datiaction< 10.

are represented on output with the charattéor true orF for TheEN format code is processed in the same manner as the
false right-justified in a space-filled stringwtharacters. A null E format code except that the exponent is taken to be an integer
valuemaybe represented by a string wipace characters. multiple of three and so that@ < fraction < 1000Q0. All real

format codes have number base 10. There is fierdince be-

o _ tweenE andD format codes on input other than an implication
Integer data. If the table column contains integer data (withyjth the latter of greater precision in the internal datum.
TFORMN = ’rX’, *rB’, "rI’, 'r)’, or 'rk’) then theTDISPn TheGw. dEe format codemaybe used with data of any type.
format codemayhave any of these formsw.m, Bw.m, Ow.m, OF - oy data of type integer, logical, or character, it is eqigiuato
Zw.m. The defaultvalue afiis one and the .m” isoptional The 1y, 1y or aw, respectively. For data of type real, it is equivalent
first letter of the code specifies the number base for the eéngody an F format (with diferent numbers of characters after the
with T for decimal (10)B8 for binary (2),0 for octal (8), andZ  jecimal) when that format will accurately represent theueal
for hexadecimal (16). Hexadecimal format uses the upp&e-caq is equivalent to aB format when the number (in absolute

letters A through F to represent decimal values 10 through 13 ,e) is either very small or very large. Specifically, fear
The output field consists ef characters containing zero-or-more

; d-1

leading spaces followed by a minus sign if the internal da’tumvalu.es. outs@elthe rangeld— 0.5x 1(|r | < Va.ltljf < thd b_
negative (only in the case of decimal encoding with Thfor- 0.5, it Igguivatent tCEW'C}Ee,' For real values within the above
mat code), followed by the magnitude of the internal datum ﬁfimge, s equwalen's Bw.d” followed by 2+ e Spaces, where
the form of an unsigned-integer constant in the specifiedosaim® = "~ €~ 2andd’ = d-kfork =0,1,.. ‘ad if the real
base, with only as many leading zeros as are needed to ha/@@{fim value lies in the range't(])(l - 0.5x10° ) < value <
leastm numeric digits. Note that < w is allowed if all values 10« (1 - O.5><1(Td).
are positive, buth < w is requiredif any values are negative. If
the number of digits required to represent the integer datxm
ceedws, then the output field consists of a stringwodisterisk )  Complex data. If the table column contains complex data (with
characters. TFORMn = ’rC’, or ’rM’) then themaybe displayed with any

of the real data formats as described above. The same fasmat i

used for the real and imaginary parts. Itésommendethat the
Real data. If the table column contains real data (withwo values be separated by acomma and enclosed in paresithese
TFORMNn = 'rE’, or ’rD’) or contains integer data (with anywith a total field width of & + 3.
of the TFORMn format codes listed in the previous paragraph),
which arerecommendetb be displayed as real values (i.e., es- .
pecially in cases where the integer values represent sphjes  7-3.5. Variable-length arrays
ical values using Eq.7), then tT®ISPnformat codemayhave e of the most attractive features of binary tables is thgt a
any of these formsFw.d, Ew.dEe, Dw.dEe, ENw.d, OrESw.d.  fie|q of the table can be an array. In the standard case this is
In all cases, the output is a string fcharacters including the , ¢y o sjze array, i.e., a fixed amount of storage is allatite
decimal point, any sign characters, and any exponentimeud o 5oy 1o\ for the array data—whether it is used or not. Thigiés fi
the exponent's indicators, signs, and values. If the nunober s, 504 a5 the arrays are small or a fixed amount of array data
digits required to represent the real datum exceedsen the i pe stored in each field, but if the stored array lengthiegr

output field consists of a string afasterisk {) characters. Inall o gifrerent rows, it is necessary to impose a fixed upper limit on

casesd specifies the number of digits to appear to the right ?ﬁe size of the array that can be stored. If this upper lintitésle

the decimal point. too large excessive wasted space can result and the bisfaley-t
TheF format code output field consists ®f- d — 1 charac- mechanism becomes seriously fingent. If the limit is set too

ters containing zero-or-more leading spaces, followed hyi-a |ow then storing certain types of data in the table could bezo

nus sign if the internal datum is negative, followed by theab impossible.

lute magnitude of the internal datum in the form of an unsdgne The \/ariab|e_|ength array construct presented here was de-

integer constant. These characters are followed by a décifjiged to deal with this problem. Variable-length arrays iare

point (".”) andd characters giving the fractional part of theglemented in such a way that, even if a table contains such ar-

intemal da’gum, rounded by the normal rules of arithmetid torays, a simple reader program that does not understandigria

fractional digits. length arrays will still be able to read the main data tabfe (i
For theE andD format codes, an exponent is taken such thather words a table containing variable-length arrays aon$

the fraction 01 < |datumy/10®Penet < 1.0. The fraction (with to the basic binary-table standard). The implementatiarseh

appropriate sign) is output with @hformat of widthw — e — 2 is such that the rows in the main data table remain fixed in size

characters withl characters after the decimal followed by Bn even if the table contains a variable-length array fieldveithg

orD followed by the exponent as a signed 1 character integer efficient random access to the main data table.

with leading zeros as needed. The default value & 2 when Variable-length arrays are logically equivalent to regula

the Ee portion of the format code is omitted. If the exponenstatic arrays, the only fierences being 1) the length of the stored

value will not fit ine + 1 characters but will fit ire + 2 then theE  array can dfer for different rows, and 2) the array data are not

(orD) is omitted and the wider field used. If the exponent valugtored directly in the main data table. Since a field of anya dat

will not fit (with a sign character) ire + 2 characters, then thetype can be a static array, a field of any data type can also be

entirew-character output field is filled with asterisk9 ( a variable-length array (excluding the Typeand Q variable-
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length array descriptors themselves, which are not a dptasy missing then the heap begins with the byte immediately fol-
much as a storage-class specifier). Other establiBiE&con- lowing main data table (i.e., the default value THEAP is
ventions that apply to static arrays will generally applynaedl NAXIS1 x NAXIS2). This default value is the minimum allowed

to variable-length arrays. value for theTHEAP keyword, because any smaller value would
A variable-length array is declared in the table header witmply that the heap and the main data table overlap. ITHEAP
one of the following two special field data-type specifiers keyword has a value larger than this default value, theretlser
a gap between the end of the main data table and the start of
rPt(emax) the heap. The total length in bytes of the supplemental data a
rQt(ema) following the main data table (gap plus heap) is given by the
ma PCOUNT keyword in the table header.

where the’P’ or ’Q’ indicates the presence of an array descrip- For example, suppose a table contains five rows that_ar(_a each
tor (described below), the element counshouldbe 0, 1, or 168 bytes long, with a heap area 3000 bytes long, beginning at
absentt is a character denoting the data type of the array dtg dfset of 2880, thereby aligning the main data table and heap
(L, X, B, I, ], K, etc., but noP or Q), andemax is a quantity guar- aréas on data bIocl_< boundaries (_thls alignment is not nadlss
anteed to be equal to or greater than the maximum numberr®fO0mmended butis useful for this example). The data podiio
elements of type actually stored in any row of the table. Therdn€ table consists of three 2880-byte data blocks: the fioskb

is no built-in upper limit on the size of a stored array (ottiam  contains the 840 bytes from the five rows of the main data table
the fundamental limit imposed by the range of the array descrfollowed by 2040 fill bytes; the heap completely fills the seto

tor, defined below)emax Merely reflects the size of the largesP!ock; the third block contains the remaining 120 bytes & th
array actually stored in the table, and is provided to avbi t"€ap followed by 2760 fill byte®COUNT gives the total number
need to preview the table when, for example, reading a tafiPytes from the end of the main data table to the end of the
containing variable-length elements into a database tipgicsts  N€ap, and in this example has a value of 2042880+ 120 =

only fixed-size arrays. Theraaybe additional characters in the®040- This is expressed in the table header as shown below.
TFORMNn keyword following theemax.

For example, NAXIS1 = 168 / Width of table row in bytes
NAXIS2 = 5 / Number of rows in table
TFORM8 = ’PB(1800)’ / Variable byte array PCOUNT = 5040 / Random parameter count

indicates that Field 8 of the table is a variable-lengthyanf Typap
type byte, with a maximum stored array length not to exceed
1800 array elements (bytes in this case).

The data for the variable-length arrays in a table are not The values offSCALn andTZEROn for variable-length array
stored in the main data table; they are stored in a supplehemilumn entries are to be applied to the values in the datg arra
data area, the heap, following the main data table. Whabisdt the heap area, not the values of the array descriptor. Thegse k
in the main data table field is array descriptor This consists words can be used to scale data values in either static @ablari
of two 32-bit signed integer values in the case’Bf array de- length arrays.
scriptors, or two 64-bit signed integer values in the cas&of
array descriptors: the number of elements (array lengtthef ) .
stored array, followed by the zero-indexed byféset of the first /-3:6- Variable-length-array guidelines

element of the array, measured from the start of the heap agfhjle the above description is Sicient to define the required
The meaning of a negative value for either of these integersigatyres of the variable-length array implementation, sbints
not defined by this Standard. Storage for the array is cootigu regarding usage of the variable-length array facility miglso
The array descriptor for Field as it would appear embedded inye seful.
a table row is illustrated symbolically below. Programs that read binary tables should take care to not as-
. . sume more about the physical layout of the table thaedsired
- [Field N-1] [(nelem, o SCQ{iiiSigldN A0y by the specification. For example, there are no requirentants
e alignment of data within the heap. Iffieient runtime ac-
cess is a concern one might want to design the table so theat dat
arrays are aligned to the size of an array element. In another
case one might want to minimize storage and forgo afoyris
at alignment (by careful design it is often possible to aohie
both goals). Variable-length array dateybe stored in the heap
in any order, i.e., the data for roM+1 are not necessarily stored
[table header] [main data table] (optional gap) [heap area] at @ larger @'set than that for roN. Theremaybe gaps in the
heap where no data are stored. Pointer aliasing is permited
The table header consists of one or more 2880-byte heattex array descriptors for two or more arraysypoint to the
blocks with the last block indicated by the keywd@kD some- same storage location (this could be used to save storage if t
where in the block. The main data table begins with the firtst daor more arrays are identical).
block following the last header block andN&XIS1 x NAXIS2 Byte arrays are a special case because they can be used
bytes in length. The zero indexed bytffset to the start of the to store a ‘typeless’ data sequence. SiR¢€S is a machine-
heap, measured from the start of the main data tabbgbe independentstorage format, some form of machine-specifec d
given by theTHEAP keyword in the header. If this keyword isconversion (byte swapping, floating-point format convanyis

2880 / Byte offset of heap area

If the stored array length is zero there is no array data, a
the dfset value is undefined (#houldbe set to zero). The stor-
age referenced by an array descriptarstlie entirely within the
heap area; negativefeets are not permitted.

A binary table containing variable-length arrays congidts
three principal segments, as follows.
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implied when accessing stored data with types such as inte§el. Basic concepts
and floating, but byte arrays are copied to and from extetoal s

age without any form of conversion. Rather than store world coordinates separately for eaaimgat

i _ ) ~ the regular lattice structure of ITSimage dfers the possibil-

An important feature of variable-length arrays is that it iy of defining rules for computing world coordinates at each
possible that the stored array lengttaybe zero. This makes point. As stated in Sedf.3.3.2 and depicted in Elg. 1, image a
it possible to have a column of the table for which, typicallfay data are addressed \igtegral array indicesthat range in
no data are present in each stored row. When data are pregg@iife from 1 toNAXISj on Axis j. Recognizing that image data
the stored array can be as large as necessary. This can bé usgfues may have an extent, for example an angular separation
when storing complex objects as rows in a table. spectral channel width or time span, and thus that it may make

Accessing a binary table stored on a random-access stor&g@se to interpolate between them, these integral arragesd
medium is straightforward. Since the rows of data in the mafRaybe generalized to floating-poiptxel coordinatesintegral
data table are fixed in size they can be randomly accessed gipéx€l-coordinate values coincide with the correspondingya
the row number, by computing thé&set. Once the row has beerindices, while fractional pixel-coordinate values lieween ar-
read in, any variable-length array data can be directlyssmmp ray indices and thus imply interpolation. Pixel-coordeaal-

using the element count anéfget given by the array descriptorues are defined at all points within the image lattice andidets
stored in that row. it (except alongconventionalaxes, see Sedi.8.5). They form

. . . the basis of the world-coordinate formalism FiTS depicted
Reading a binary table stored on a sequential-access etor%ematically in Fig12

medium requires that a table of array descriptors be buitigip
the main data table rows are read in. Once all the table ropsr
have been read, the array descriptors are sorted byfibet of
the array data in the heap. As the heap data are read, arey
extracted sequentially from the heap and stored in ffecged
rows using the back pointers to the row and field from the tabE
of array descriptors. Since array aliasing is permittedight
be necessary to store a given array in more than one field or r

The essence of representing world-coordinate systems in
Sis the association of various reserved keywords with el-
ements of a transformation (or a series of transformatjanrs)
Sith parameters of a projection function. The conversiamfr
ixel coordinates in the data array to world coordinatesns s

a matter of applying the specified transformations (itheoy
via the appropriate keyword values; conversely, definingGSN
% an image amounts to solving for the elements of the trans-

Variable-length arrays are more complicated than regul@rmation matrix(es) or cd&cients of the function(s) of interest

static arrays and might not be supported by some software syad recording them in the form of WCS keyword values. The
tems. The producers &I TS data products should consider thelescription of the WCS systems and their expressioRITS
capabilities of the likely recipients of their files when @og HDUs is quite extensive and detailed, but is aided by a chrefu
whether or not to use this format, and as a general rule shoukbice of notation. Key elements of the notation are sunwedri
use it only in cases where it provides significant advantages in Table[21, and are used throughout this section. The formal
the simpler fixed-length array format. In particular, the wd definitions of the keywords appear in the following subsetti
variable-length arrays might presenffdiulties for applications The conversion of image pixel coordinates to world coordi-
that ingest the=ITSfile via a sequential input stream, becauseates is a multi-step process, as illustrated in[Big. 2.
the application cannot fully process any rows in the tablél un  For all coordinate types, the first step is a linear transfor-
after the entire fixed-length table, and potentially théreriteap mation applied via matrix multiplication of the vector ofgi-
has been transmitted as outlined in the previous paragraph. coordinate elementg;:

N
ai= ) my(p;—rj) )
=1
8. World-coordinate systems wherer; are the pixel-coordinate elements of the reference point,

. . ) ) j indexes the pixel axis, andthe world axis. Them; matrix
Repr.esen.tatlons of the mapping between image coordinates g g non-singular, square matrix of dimensiin< N, whereN
physical (i.e., world) coordinate systems (WC8wjybe repre- s the number of world-coordinate axes. The elementsf the
sented withirFITSHDUs. The keywords thatare used to expresgsyltingintermediate pixel coordinateector are sets, in di-
these mappings are now rigorously defined in a series of paensionless pixel units, from the reference point along @xe
pers on world-coordinate systems (Greisen & Calabretta&2200jncident with those of thantermediate world coordinate3 hus,

celestial-coordinate systems_(Calabretta & Greisen___12008e conversion oty to the corresponding Intermediate-world-
spectral-coordinate systems (Greisen etal. 2006), and-tilgordinate Element is a simple scale:

coordinate systems (Rots et al. 2015). An additional spher-

ical projection, called HEALPix, is defined in referencei = Sd:- (10)
(Calabretta & Roukema_2007). These WCS papers have beenThere are three conventions for associafi@S keywords
formally approved by the IAUFWG and therefore d@neor- with the above transformations. In the first formalism, theenin
porated by referencas an dicial part of this Standard. The elementsm; are encoded in theCi_j keywords and the scale
reader should refer to these papers for additional details &actorss are encoded in theDELTi keywords, whichmusthave
background information that cannot be included here. \dsionon-zero values. In the second formalism EQ5. (9) (¥0) ar
updates and corrections to the primary WCS papers have beembined as

compiled by the authors, and are reflected in this section. n

Therefore, where conflicts exist, the description in thenSiard . — Z(Smij)(pj -1 (11)
will prevail. =t

29



30

Table 21: WCS and celestial coordinates notation.

Related-ITS keywords

Variable(s) Meaning

i Index variable for world coordinates
j Index variable for pixel coordinates

a Alternative WCS version code

P Pixel coordinates

r Reference pixel coordinates CRPIXja

m; Linear-transformation matrix CDi_ja or PCi_ja

S Coordinate scales CDELTia

xy) Projection plane coordinates

(,6) Native longitude and latitude

(a,9) Celestial longitude and latitude

(0, 60) Native longitude and latitude of the fiducial point PVi_la’, Pvi_2a'
(o, 60) Celestial longitude and latitude of the fiducial pointCRVALia

(@p, 6p) Celestial longitude and latitude of the native pole

(#p. 6p) Native longitude and latitude of the celestial pole LONPOLEa (=PVi_3a’),

LATPOLEa (=PVi_4a')

Notes. T Associated withongitudeAxis i.

Pixel point are encoded in theéRVALi keywords. For additional de-
Coordinates tails, se¢ Greisen & Calabretia (2002).
The third step of the process, computing the final world co-
Linear transformation: CREL. ordinates, depends on the type of coordinate system, which i
translation rotaton, v indicated with the value of theTYPEi keyword. For some sim-

ple, linear cases an appropriate choice of normalizatiorhie
scale factors allows the world coordinates to be taken thjréar
Intermediate Pixel by applying a constantftset) from thex; (e.g., some spectra).
R In other cases it is more complicated, and may require the ap-
plication of some non-linear algorithm (e.g., a projectias for

Rescale to coi
physical units 4

Intermediate World
Coordinates

Coordinate

projection, offset < CRVALI

PVi_m

‘World
Coordinates

CTYPEi,

celestial coordinates), which may require the specificaticad-
ditional parameters. Where necessary, numeric paransdtess/
for non-linear algorithmsnustbe specified vi@vi_m keywords
and character-valued parameters will be specifie@siam key-
words, wheremis the parameter number.

The application of these formalisms to coordinate systems o
interest is discussed in the following sub-sections: $&2tde-
scribes general WCS representations (see Greisen & Cbabre
2002), Sect[ 813 describes celestial-coordinate systems (
Calabretta & Greisen |_2002)), Se¢i. 8.4 describes spectral-
coordinate systems (see Greisen etlal. 2006), and [Sect. 9 de-
scribes the representation of time coordinates (see Rats et
2015).

Fig.2: A schematic view of converting pixel coordinates to

world coordinates.
8.2. World-coordinate-system representations

and theCDi_j keywords encode the produgin;. The third con- A variety of keywords have been reserved for computing the
vention was widely used before the development of the twe preoordinate values that are to be associated with any pixel lo
viously described conventions and uses @ELTi keywords cation within an array. The full set is given in Tabld 22; thas

to define the image scale and tGROTA2 keyword to specify most common usage are defined in detail below for convenience
a bulk rotation of the image plane. Use of tROTA2 keyword Coordinate-system specificatiomayappear in HDUs that con-

is now deprecated, and instead the nek@k1j or CDi_j keywords tain simple images in the primary array or inEMAGE extension.
arerecommendetiecause they allow for skewed axes and fullimagesmayalso be stored in a multi-dimensional vector cell of
general rotation of multi-dimensional arrays. TORELTi and a binary table, or as a tabulated list of pixel locations (apd
CROTA2 keywordsmayco-exist with thecDi_j keywords (but the tionally, the pixel value) in a table. In these last two typésn-
CROTA2 must nooccur with thePCi_j keywords) as an aid to old age representations, the WCS keywords havéfardint naming
FITSinterpreters, but these keywordwistbe ignored by soft- convention, which reflects the needs of the tabular datatsire
ware that supports theDi_j keyword convention. In all these and the eight-character limit for keyword lengths, but otise
formalisms the reference pixel coordinatgsre encoded in the follow exactly the same rules for type, usage, and defalliesa
CRPIXi keywords, and the world coordinates at the referen@ee reference Calabretta & Greisen (2002) for example uxfage
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these keywords. All forms of these reserved keywaristbe Intermediate-coordinate Ax@ésThePCi_j matrixmust notbe
used only as specified in this Standard. singular.
In the case of the binary-table vector representation, it i€Di_j — [floating point; defaults: 0.0, but see below]. Linear

possible that the images contained in a given column of the transformation matrix (with scale) between Pixel Axps
table have dterent coordinate transformation values. Table 9 and Intermediate-coordinate AxésThis nomenclature is
of |Calabretta & Greisen (2002) illustrates a technique (com equivalent toPCi_j whenCDELTi is unity. TheCDi_j matrix
monly known as the “Green Bank Convenfi&h, which uti- must nobe singular. Note that thei_j formalism is an ex-
lizes additional columns in the table to record the coordina  clusive alternative t®Ci_j, and theCDi_j andPCi_j keywords
transformation values that apply to the corresponding enag must notappear together within an HDU.
in each row of the table. More information is provided in
AppendiX. In addition to the restrictions noted above, if &iy_j keywords
The keywords given below constitute a complete set of fuare present in the HDU, all other unspecifieni j keywords
damental attributes for a WCS description. Although theiti- shall default to zero. If naCDi j keywords are present then the
sion in an HDU is optionalI TS writers shouldinclude a com- headeshallbe interpreted as being RCi_j form whether or not
plete set of keywords when describing a WCS. In the event i@ty PCi_j keywords are actually present in the HDU.
some keywords are missing, default valuasstbe assumed, as ~ Some non-linear algorithms that describe the transfoonati
specified below. between pixel and intermediate-coordinate axes requir@npa
. . etervalues. A few non-linear algorithms also require ctigra
WCSAXES — [integer; defaultNAXIS, or larger of WCS indices  yalued parameters, e.g., table lookups require the namiae of
or j]. Number of axes in the WCS description. This keywordgple extension and the columns to be used. Where necessary

if presentmustprecede all WCS keywords exce{#XISin  parameter valuesustbe specified via the following keywords.
the HDU. The value offCSAXES mayexceed the number of

pixel axes for the HDU. . . _ PVi_m — [floating point]. Numeric parameter values for
CTYPEI — [string; indexed; default:.." (i.e. a linear, undefined  Intermediate-world-coordinate Axis wherem is the pa-
axis)]. Type for the Intermediate-coordinate Akig\ny co- rameter number. Leading zeraosust notbe used, andn

ordinate type that is not covered by this Standard orfin 0 mayhave only values in the range 0 through 99, and that are
cially recognizedr I TSconventiorshall be taken to be linear. defined for the particular non-linear algorithm.

All non-linear coordinate system namesistoe expressed PSi_m-— [string]. Character-valued parameters for Intermediate
in ‘4-3’ form: the first four characters specify the coordma world-coordinate Axig, wherem is the parameter number.
type, the fifth character is a hyphen, and the remain- Leading zerosnust notbe used, andn mayhave only val-

ing three characters specify an algorithm code for computin . ues in the range 0 through 99, and that are defined for the
the world coordinate value. Coordinate types with names of particular non-linear algorithm.

fewer than four characters are padded on the right with hy-

phens, and algorithm codes with fewer than three charac- The following keywords, while not essential for a complete

ters are padded on the right with blaftksAlgorithm codes  specification of an image WCS, can be extremely useful fat-rea

shouldbe three characters. ers to interpret the accuracy of the WCS representationef th
CUNITi — [string; indexed; default:'.' (i.e., undefined)]. image.

Physical units ofRVAL andCDELT for Axis i. Note that units

shouldalways be specified (see Séctl4.3). Units for celestialRDERI — [floating point; default: 0.0]. Random error in

coordinate systems defined in this Standarsstbe degrees.  Coordinatéd, whichmustbe non-negative.

CSYERi — [floating point; default: 0.0]. Systematic error in

CRPIX] — [floating point; indexed; default: 0.0]. Location ofthe = Coordinatd, whichmustbe non-negative.

reference point in the image for Axjsorresponding to; in ) )

Eq. [3). Note that the reference pomaylie outside the im- These valueshouldgive a representative average value of the

age and that the first pixel in the image has pixel coordinat@gor over the range of the coordinate in the HDU. The totairer

(1.0,1.0,..). in the poordmates would be given by summing the individual
CRVALI — [floating point; indexed; default: 0.0]. World- €rrors in quadrature.

coordinate value at the reference point of Ais
CDELTi — [floating _point; indexed; default: 1:0]. Increment 032 1. Alternative WCS axis descriptions

the world coordinate at the reference point for Aki§he

valuemust note zero. In some cases it is useful to describe an image with more than
CROTAI — [floating point; indexed; default: 0.0]. The amoungne coordinate tyfié. Alternative WCS descriptionsiaybe

of rotation from the standard coordinate system tafedént added to the header by adding the appropriate sets of WCS key-

coordinate system. Further use of this of this keyword is deyords, and appending to all keywords in each set an alpltabeti

recated, in favor of the newer formalisms that usedbiej code in the rangd throughZ. Keywords that may be used in

or PCi_j keywords to define the rotation. this way to specify a coordinate system version are inditate
PCi_j — [floating point; defaults: 1.0 when= j, 0.0 otherwise]. Tablel22 with the sffix a. Allimplied keywords with this encod-

Linear transformation matrix between Pixel Axgsand ing arereserved keywordandmustonly be used ifFITSHDUs

- . , as specified in this Standard. The axis numbeustlie in the
10 Named after a meeting held in Green Bank, West Virginia, USA

in 1989 to develop standards for the interchange of sinigle-chdio- 2 Examples include the frequency, velocity, and wavelentgihgaa
astronomy data. spectral axis (only one of which, of course, could be lingarthe po-
11 Example:’RA---UV . sition along an imaging detector in both meters and degneéiseosky.
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Table 22: Reserved WCS keywords (continues on next page)

BINTABLE vector

Pixel list

Keyword Description Global Image Primary Alternative Paim Alternative
Coordinate dimensionality WCSAXESa WCAXna .
Axis type CTYPEia iCTYPn  iCTYna TCTYPn TCTYna
AXxis units CUNITia iCUNIn  iCUNna TCUNIn TCUNna
Reference value CRVALia iCRVLh  iCRVha TCRVLn  TCRVna
Coordinate increment CDELTia iCDLTn  iCDEna TCDLTn  TCDEna
Reference point CRPIXja JCRPXn  jCRPna TCRPXn TCRPna
Coordinate rotatioh CROTAI iCROTN TCROTN
Transformation matrik PCi_ja ijPCna TPCn_kaor TPn_ka
Transformation matrik CDi_ja ijChna TCDn_kaor TCn_ka
Coordinate parameter PVi_ma PVn_maorivn_ma TPVNn_maor TVh_ma
Coordinate parameter array e ivn_Xa
Coordinate parameter PSi_ma PSn_maorisn_ma TPSn_.maor TSn_ma
Coordinate name WCSNAMEa WCSNna WCSnaor TWCSna
Coordinate axis name CNAMEia iCNAna TCNANna
Random error CRDERia iCRDna TCRDNna
Systematic error CSYERia iCSYna TCSYna
WCS cross-reference target WCSTna
WCS cross reference e WCSXna
Coordinate rotation LONPOLEa LONPNna LONPNna
Coordinate rotation LATPOLEa LATPna LATPna
Coordinate epoch EQUINOXa EQUIna EQUIna
Coordinate epoch EPOCH EPOCH EPOCH
Reference frame RADECSYS* RADESYSa RADENa RADENa
Line rest frequency (Hz) RESTFREQ* RESTFRQa RFRQNa RFRQNa
Line rest vacuum wavelength (m) RESTWAVa RWAVNa RWAVNa
Spectral reference frame SPECSYSa SPECna SPECna
Spectral reference frame SSYSOBSa SOBSna SOBSna
Spectral reference frame SSYSSRCa SSRCnha SSRCna
Observation X (m) OBSGEO-X° 0BSGXn OBSGXn
Observation Y (m) OBSGEO-Y® 0BSGYn OBSGYn
Observation Z (m) OBSGEO0-Z° 0BSGZn 0BSGZn
Radial velocity (m s) VELOSYSa VSYSna VSYSna
Redshift of source ZSOURCEa ZS0una ZS0una
Angle of true velocity VELANGLa VANGna VANGna
Date-time related keywords (see Jéct.9)
Date of HDU creation DATE
Datgtime of observation DATE-0BS DOBSNn DOBSNn
MJD-0BS MJIDOBN MJIDOBN
BEPOCH
JEPOCH
Average datgime of observation DATE-AVG DAVGN DAVGNn
MID-AVG MIDAN MIDAN
Start datgime of observation DATE-BEG
MJID-BEG
TSTART
End datgime of observation DATE-END
MID-END
TSTOP
Net exposure duration XPOSURE
Wall-clock exposure duration TELAPSE
Time scale TIMESYS CTYPEia iCTYPn  iCTYna TCTYPn TCTYna
Time zero point (MJD) MIDREF®
Time zero point (JD) JDREF®
Time zero point (ISO) DATEREF
Reference position TREFPOS TRPOSN TRPOSN
Reference direction TREFDIR TRDIRN TRDIRN
Solar System ephemeris PLEPHEM
Time unit TIMEUNIT CUNITia iCUNIn  iCUNna TCUNIn TCUNna
Time ofset TIMEOFFS
Time absolute error TIMSYER CSYERia iCSYEn  iCSYna TCSYn TCSYna
Time relative error TIMRDER CRDERia iCRDEn  iCRDna TCRDN TCRDna
Time resolution TIMEDEL
Time location in pixel TIMEPIXR
Phase-axis zero point CZPHSia iCZPHn  iCZPna TCZPHn TCZPna
Phase-axis period CPERIia iCPERN  iCPRNa TCPERNn  TCPRna
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Table[22 (continued)

Notes.The indicesj andi are pixel and intermediate-world-coordinate axis numbespectively. Within a table, the indexefers to a column
number, ananrefers to a coordinate parameter number. The ifkd@go refers to a column number. The indicads either blank (for the primary
coordinate description) or a charactathroughZ that specifies the coordinate version. See the text.

() crOTAI form is deprecated but still in use nttust notbe used witlPCi_j, PVi_m, andPSi_m. @ PCi_j andCDi_j forms of the transformation matrix
are mutually exclusive, anehust notappear together in the same HD®).EPOCH is deprecated. USEQUINOX instead.” These eight-character
keywords are deprecated; the seven-character forms, whitinclude an alternate version code letter at the simaildbe used instead® For
the purpose of time reference position, geodetic latfodgitudgelevationOBSGEO-B, OBSGEO-L, OBSGEO-H or an orbital-ephemeris keyword
OBSORBIT can be also used (see S&ct. 9.2B)[M] IDREF can be split in integer and fractional valugs] JDREFI and [M] JDREFF as explained
in Sect[9.ZP.

Table 23: Reserved celestial-coordinate-algorithm codes

Default
Code ¢o 6o Properties  Projection name

Zenithal (azimuthal) projections
AZP 0° 90 Sect.5.1.1 ~ Zenithal perspective
SZP 0° 90 Sect.5.1.2  Slant zenithal perspective
TAN 0° 9C¢ Sect.5.1.3  Gnomonic
SIG 0° 90 Sect.5.1.4  Stereographic
SIN 0° 90 Sect.5.1.5  Slant orthographic
ARC 0° 90 Sect.5.1.6 Zenithal equidistant
ZPN 0° 90 Sect.5.1.7  Zenithal polynomial
ZEA 0° 90 Sect.5.1.8 Zenithal equal-area
AIR 0° 90 Sect.5.1.9  Airy

Cylindrical projections
CYP o 0 Sect. 5.2.1  Cylindrical perspective
CEA o O Sect. 5.2.2  Cylindrical equal area
CAR 0 o Sect. 5.2.3  Plate carrée
MER o 0 Sect. 5.2.4  Mercator

Pseudo-cylindrical and related projections
SFL o O Sect. 5.3.1 Samson-Flamsteed
PAR o O Sect. 5.3.2 Parabolic
MOL o O Sect. 5.3.3 Mollweide
AIT o O Sect. 5.3.4 Hammer-Aitd

Conic projections
Ccop 0 6, Sect. 5.4.1  Conic perspective
COE 0 6, Sect. 5.4.2 Conic equal-area
COD (VN Sect. 5.4.3  Conic equidistant
C00 0 6, Sect. 5.4.4 Conic orthomorphic

Polyconic and pseudoconic projections
BON o 0 Sect. 5.5.1 Bonne’s equal area
PCO O O Sect. 5.5.2  Polyconic

Quad-cube projections
TSC 0 O Sect. 5.6.1  Tangential spherical cube
(e [ 0 Sect. 5.6.2  COBE quadrilateralized spherical cube
QsC [0 0 Sect. 5.6.3  Quadrilateralized spherical cube

HEALPIx grid projection
HPX 0 0  Sect.6 HEALPIx grid

() Refer to the indicated sectionin Calabretta & Greisen (2862a detailed descriptiod? This projection is defined in Calabretta & Roukéma
(2007).

range 1 through 99, and the coordinate parammatenustie in  scription is also specified. If an alternative WCS desaipis
the range 0 through 99, both with no leading zeros. specified, all coordinate keywords for that versioastbe given
Theprimaryversion of the WCS description is that specifie@ven if the values do notfiier from those of the primary version.
with a as the blank characfer Alternative axis descriptions areRules for the default values of alternative coordinate desons
optional, butmust notbe specified unless the primary WCS deare the same as those for the primary description. The akern

13 There are a number of keywords (eij§Cna) where thea could be |, k, n, andm. In such casea s still said to be ‘blank’ although it is not
pushed € the eight-character keyword name for plausible valueis ofthe blank character.
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tive descriptions are computed in the same fashion as the piiPOCH — [floating point]. This keyword is deprecated and

mary coordinates. The type of coordinate depends on thevalu should notbe used in newITSfiles. It is reserved primarily

of CTYPEia, and may be linear in one of the alternative descrip- to prevent its use with other meanings. TERUINOX key-

tions and non-linear in another. word shallbe used instead. The value field of this keyword
The alternative version codes are selected bytfi&writer; was previously defined to contain a floating-point number

there is no requirement that the codes be used in alphaleetic s giving the equinox in years for the celestial-coordinate-sy

guence, nor that one coordinate versiofiatiin its parameter
values from another. An optional keywoWdSNAMEa is also de-

tem in which positions are expressed.
DATE-0BS - [floating point]. This reserved keyword is defined

fined to name, and otherwise document, the various versions o in Sect[4.4.P.

WCS descriptions. MID-0BS — [floating point; defaultDATE-OBS if given, other-

wise no default]. Modified Julian Date (Jb2,400,000.5) of

the observation, whose value corresponds (by defaultkto th
start of the observation, unless another interpretation is ex-
plained in the comment field. No specific time system (e.qg.

UTC, TAI, etc.) is defined for this or any of the other time-

related keywords. It isecommendethat theTIMESYS key-

word, as defined in Sedf. 9.2.1 be used to specify the time

system. See also Selct. 9.5.

LONPOLEa — [floating point; defaultpg if 6o > 6o, ¢o + 180°
otherwise]. Longitude in the native coordinate system ef th
celestial system’s north pole. Normally, is zero unless a
non-zero value has been set Rti_1a, which is associated
with thelongitudeaxis. This default applies for all values of

WCSNAMEa — [string; default fora: '.' (i.e., blank, for the pri-
mary WCS, else a charactgérthroughZ that specifies the
coordinate version]. Name of the world-coordinate system
represented by the WCS keywords with théisua. Its pri-
mary function is to provide a means by which to specify a
particular WCS if multiple versions are defined in the HDU.

8.3. Celestial-coordinate-system representations

The conversion from intermediate world coordinatey) in the
plane of projection to celestial coordinates involves ttaps: a
s_phen_cal projection to native Iongltud_e and IatltudﬁeQQ, (_ie— 6o, includingdy = 90°, although the use of non-zero values
fined in terms pf a convenient coordlnat_e system (hatjve of 6 are discouraged in that case.
sph_erlcal coqrdlnate)sfollowed byasphenc;al rotation of these | x1poLEa — [floating point; default: 99 or no default if
native coordlnatt_as to the required cele_stlal coordma;ﬂeay (0. 50, dp — d0) = (0,0, +907)]. Latitude in the native coor-
(@,0). The algorithm to be used to define the spherical pro- ginate system of the celestial system’s north pole, or equiv
jection mustbe encoded in th€TYPEI keyword as the three-  gianqy the latitude in the celestial-coordinate systérthe
I_ette_r algorithm code, the aII_owed values for which are BPEC  native system’s north pole. This keywamthybe ignored or
fied in Table 2B and defined in references Calabretta & Greisen gmitted in cases whereONPOLEa completely specifies the
(200‘2_) and Calabre_tta & Roukema (_2007). The target celestia  (oiation to the target celestial system.
coordinate system is also encoded into the left-most porfo
the CTYPEi keyword as the coordinate type.
For the final step, the paramel@NPOLEa mustbe specified, 8.4. Spectral-coordinate-system representations
which is the native longitude of the celestial pajg, For certain
projections (such as cylindricals and conics, which aredesn- This section discusses the conversion of intermediatedzari
monly used in astronomy), the additional keywdsirPOLEa ordinates to spectral coordinates with common axes suateas f
mustbe used to specify the native latitude of the celestial pol@uency, wavelength, and apparent radial velocity (reprtese
Seel Calabretta & Greiseh (2002) for the transformation -equere with the coordinate variablesi, or v). The key point for
tions and other details. constructing spectral WCS iRITS is that one of these coordi-
The accepted celestial-coordinate systems are: the stand@tesmustbe sampled linearly in the dispersion axis; the others
equatorial RA-- andDEC-), and others of the formLON and are derived from prescribed, usually non-linear transtiroms.
XLAT for longitude-latitude pairs, wheneis G for Galactic,E ~Frequency and wavelength axeayalso be sampled linearly in
for ecliptic, H for helioecliptic ands for supergalactic coordi- their logarithm.
nates. Since the representation of planetary-, lunar-safai- Following the convention for theTYPEia keyword, whern is
coordinate systems could exceed the 26 possibilitiesded by the spectral axis the first four characterastspecify a code for
the single charactex, pairs of the formyZ.N andyZ.T maybe the coordinate type; for non-linear algorithms the fifth retta
used as well. ter mustbe a hyphen, and the next three charaataustspecify
a predefined algorithm for computing the world coordinates
RADESYSa — [string; default:’FK4’, *FK5’, or *ICRS’: see [rom the intermediate physical coordinates. The coorditgie
below]. Name of the reference frame of equatorial or ecligoustbe one of those specified in Tablel 25. When the algorithm
fied in TableZ2Z4. The default value I§K4” if the value of \When the algorithm is non-linear, the three-letter algonicode
EQUINOXa < 19840, 'FK5’ if 'EQUINOX’a > 19840, or Mustbe one of those specified in Tablé 26. The relationships be-
*ICRS’ if *EQUINOX’ais not given. tween the basic physical quantitiest, andv, as well as the

EQUINOXa — [floating point; default: see below]. Epoch of théelanonshps between various derived quantities arengiveef-
mean equator and equinox in years, whose vatustbe erence Greisen etial. (2006).
non-negative. The interpretation of epoch depends upon the The generality of the algorithm for specifying the speectral
value ofRADESYSaif presentBesselianf the value is’FK4’  coordinate system and its representation suggests tha adm
or ’FK4-NO-E’, Julianif the value is’ FK5’; andnot appli- ditional description of the coordinate may be helpful beyon
cableif the value is’ ICRS’ or *GAPPT’. what can be encoded in the first four characters ofCi¥#PEia
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Table 24: Allowed values GADESYSa. Table 26: Non-linear spectral algorithm codes.
Value Definition Codé  Regularly sampled in  Expressed as
ICRS International Celestial Reference System F2w Frequency Wavelength
FK5 Mean place, new (IAU 1984) system F2V Apparent radial velocity
FK4! Mean place, old (Bessel-Newcomb) system F2A Air wavelength
FK4-NO-E!  Mean place: but without eccentricity terms W2F Wavelength Frequency
GAPPT Geocentric apparent place, IAU 1984 system Wav Apparent radial velocity
o - - - W2A Air wavelength
New FITSfiles shouldavoid using these older reference systems. V2F Apparent radial vel. Frequency
L . A Wavelength
keyword; CNAMEia is reserved for this purpose. Note that this y;, Airwavelgength
keyword provides a name for an axis ina particular WCS, while aoF Air wavelength Frequency
the WCSNAMEa keyword names the particular WCS as a whole. a2w Wavelength
In order to convert between some form of radial velocity and A2v Apparent radial velocity
ggg%rq [I‘rgq?ee ; cg/cg\r/ evlva\gilee?gstg;vtgg keywoRESTFRQa and LOG Logarithm Any four-letter type code
» Fesp Y ) GRI Detector Any type code from Tadle]25
CNAMEia — [string; default: default!.' (i.e. a linear, undefined ~ GRA Detectorl Any ?’pe |C°de from Ta(;ﬂ_E]ZS
axis)]. Spectral-coordinate description tmatist noexceed ~ TAB Not regular Any four-letter type code
68 characters in length. @ Characters 6 through 8 of the value of the keywoTdPEia.

RESTFRQa — [floating point; default: none]. Rest frequency
of the of the spectral feature of interest. The physical unit The transformation from the rest frame of the observer to a
mustbe Hz. standard reference frame requires a specification of tregitoc
RESTIAVa — [floating point; default: none]. Vacuum rest waveon Eartff of the instrument used for the observation in order to
length of the of the spectral feature of interest. The plasiccalculate the diurnal Doppler correction due to the Eartbta-
unit mustbe m. tion. The location, if specifiedhall be represented as a geocen-
, tric Cartesian triple with respect to a standard ellipsbipid
One or the other oRESTFRQa or RESTWAVa shouldbe given ¢ the time of the observation. While the position can often b
when itis meaningful to do so. specified with an accuracy of a meter or better, for most pur-
poses positional errors of several kilometers will havdigdye
8.4.1. Spectral-coordinate reference frames impact on the computed velocity correction. For details, red-
erence Greisen etlal. (2006).
Frequencies, wavelengths, and apparent radial velogitesl-
ways referred to some selected standard of rest (i.e..erfer opsGE0-X — [floating point; default: nonelX—coordinate (in
frame). While the spectra are obtained they are, of negessit  meters) of a Cartesian triplet that specifies the locatidth, w
the observer’s rest frame. The velocity correction fromoizgm- respect to a standard, geocentric terrestrial referemoacy

tric (the frame in which the measurements are usually made) t \where the observation took place. The coordinmatestbe
standard reference frames (whictustbe one of those givenin  yalid at the epociID-AVG or DATE-AVG.

Table[ZT) are dependent on the dot product with time-vegiabl
velocity vectors. That is, the velocity with respect to ansiard
reference frame depends upon direction, and the veloaitg (a
frequency and wavelength) with respect to the local stahdar : .
of ?est isya function of t%e)celestial cF:)oordinate within thej  Where the observation took place. The coordimatestbe
age. The keywordSPECSYSa and SSYSOBSa are reserved and, valid at the epocID-AVG or DATE-AVG.

if used, mustdescribe the reference frame in use for the spectraPBSGEO-Z — [floating point; default: nonelZ-coordinate (in
axis coordinate(s) and the spectral reference frame thehela meters) of a Cartesian triplet that specifies the locatioth, w
constant during the observation, respectively. In ordezcim- respect to a standard, geocentric terrestrial refereacedy
pute the velocities it is necessary to have the date and tinheo ~ where the observation took place. The coordimatestbe
observation; the keywordsATE-AVG andMID-AVG are reserved ~ valid at the epocJD-AVG or DATE-AVG.

for this purpose. See also Séct.]9.5.

OBSGEO-Y — [floating point; default: none]Y—coordinate (in
meters) of a Cartesian triplet that specifies the locatiati, w
respect to a standard, geocentric terrestrial refereaoedy

. ) Information on the relative radial velocity between the ob-

DATE-AVG — [string; default: none]. Calendar date of the midseryer and the selected standard of rest in the directidreafe-

point of the observation, expressed in the same way as {B8jal reference coordinateaybe provided, and if sshallbe

DATE-OBS keyword. given by theVELOSYSa keyword. The frame of rest defined with
MJID-AVG - [floating point; default: none]. Modified Julian Daterespect to the emitting source may be representdd Ti; for

(JD - 2,400,000.5) of the mid-point of the observation.  this reference frame it is necessary to define the velocity ke
SPECSYSa - [string; default: none]. The reference frame in us&P€Ct t0 some other frame of rest. The keywdBECSYSa and

for the spectral-axis coordinate(s). Valid values areive ~SOURCE@ are used to document the choice of reference frame

Table[ZT7. and the value of the systemic velocity of the source, respyt

SSYSOBSa — [string; default” TOPOCENT’]. The spectral refer- 14 The specification of location for an instrument on a spadeara
ence frame that is constant over the range of the non-spectiight requires an ephemeris; keywords that might be reduiinethis
world coordinates. Valid values are given in Tablé 27. circumstance are not defined here.
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Table 25: Reserved spectral-coordinate type codes.

Codé  Type Symbol  Assoc. variable  Default units
FREQ Frequency v v Hz
ENER Energy E v J
WAVN  Wavenumber K v m?
VRAD  Radio velocity \Y v ms?
WAVE Vacuum wavelength pl pl m
VOPT  Optical velocity z Pl ms?
ZOPT Redshift z pl
AWAV Air wavelength Aa Aa m
VELO Apparent radial velocity v \ ms?
BETA Beta factor {/c) B %

(@ Characters 1 through 4 of the value of the keywoTdPEia. @ By convention, the ‘radio’ velocity is given by(vo — v)/vo and the ‘optical’
velocity is given byc(2 — )/ Ao.

Table 27: Spectral reference systems.

Value Definition

TOPOCENT  Topocentric

GEOCENTR  Geocentric

BARYCENT Barycentric

HELIOCEN Heliocentric

LSRK Local standard of rest (kinematic)
LSRD Local standard of rest (dynamic)
GALACTOC  Galactocentric

LOCALGRP  Local Group

CMBDIPOL Cosmic-microwave-background dipole
SOURCE Source rest frame

Notes.These are the allowed values of tBRECSYSa, SSYSOBSa, and

Table 28: Example keywords for a 100-element array of corple

values.
Keyword
SIMPLE = T
BITPIX = -32
NAXIS = 2
NAXIS1 = 2
NAXIS2 = 100
CTYPE1 = 'COMPLEX'
CRVAL1 = 0.
CRPIX1 = 0.
CDELT1 = 1.
END

Table 29: Conventional Stokes values.

Symbol  Polarization

SSYSSRCa keywords.

SSYSSRCa — [string; default: none]. Reference frame for the Value
value expressed in thESOURCEa keyword to document the
systemic velocity of the observed source. Vatugstbe one %
of those given in Table2&xcepfor * SOURCE’. 3

VELOSYSa — [floating point; default: none]. Relative radial ve- 4
locity between the observer and the selected standardtof res 1
in the direction of the celestial reference coordinate.té&Jni )
mustbe m s!. The CUNITia keyword is not used for this -3
purpose since the WCS Versiammight not be expressed in -4
velocity units. -5

ZSOURCEa — [floating point; default: none]. Radial velocity -6
with respect to an alternative frame of rest, expressed as a ‘;

unitless redshift (i.e., velocity as a fraction of the speéd

light in vacuum). Used in conjunction witBSYSSRCa to

document the systemic velocity of the observed source. defined by

T’ Standard Stokes unpolarized
Q’ Standard Stokes linear
U’ Standard Stokes linear
v’ Standard Stokes circular
"RR’ Right-right circular

LI’ Left-left circular

"RL’ Right-left cross-circular
LR’ Left-right cross-circular
XX’ X parallel linear

YY’ Y parallel linear

XY’ XY cross linear

'YX’ Y Xcross linear

convention. The first ‘conventional’ coordinage i

VELANGLa — [floating point; default-90.]. In the case of rela- CTYPEia = *COMPLEX’ to specify that complex values (i.e., pairs

tivistic velocities (e.g., a beamed astrophysical jet)tthas-

8.5. Conventional-coordinate types

The first FITS paper [(Wells et al.
‘suggested values’ for th€TYPEi keyword. Two of these have
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of real and imaginary components) are stored in the datg arra
verse velocity componentis important. This keywordybe (along with an optional weight factor). Thus, the compleisax
used to express the orientation of the space velocity vectdfithe data array will contain two values (or three if the wig
with respect to the plane of the sky. See Appendix A of re§pecified). By convention, the real component has a coarlina
erence Greisen etlal. (2006) for further details.

value of 1, the imaginary component has a coordinate val@e of

and the weight, if any, has a coordinate value of 3. Tablel@s-il

trates the required keywords for an array of 100 complexeslu

(without weights).

1981) listed a number of

The second conventional coordinat€ &PEia = * STOKES’
the attribute the associated world coordinates can assuaige do specify the polarization of the data. Conventional va/tieeir
integer values and that the meaning of these integers is oslymbols, and polarizations are given in Tdblé 29.
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9. Representations of time coordinates — In counting years, ISO-8601 follows the convention of in-

i . L . cluding Year Zero. Consequently, for negative year numbers
Time as a dimension in astronomical data presents chaienge heare is an fiset of one from BCE dates. which do not rec-
for its representation iITS files. This section formulates the ognize a Year Zero. Thus Year 1 corresp’onds to 1 CE. Year O
representation of the time axis, or possibly multiple timesy to 1 BCE, Year1 to 2 BCE, and so on. '
into the world-coordinate system (WCS) described in S€ct. 8 The earliest date that may be represented in the four-digit
Much of the basic structure is employed, while extensioes ar year format is’0000-01-01T00:00:00° (in the year 1
developed to cope with theftiirences between time and spatial BCE): the latest date i49999-12-31T23:59:59°. This
dimensions; notable amongst thes&efences is the huge dy-  epresentation of time is tied to the Gregorian calendar. In
namic range, covering the highest resolution timing retatd conformance with the present ISO-8601:2004(E) standard
the age of thg universe. _ (ISO |20040) dates prior to 1582ustbe interpreted ac-

The precision with which any time stamp conforms to any  cording to the proleptic application of the rules of Gregeri
conventional time scale is highly dependent on the characte x|, For dates not covered by that range the use of Modified
istics of the acquiring system. The definitions of many corve = jyjjan Date (MJD) or Julian Date (JD) numbers or the use of
tional time scales vary over their history along with thegigmsn the signed five-digit year format iscommended

that can be attributed to any time stamp. The meaning of any | the five-digit year format the earliest and latest dates ar
time stamp may be ambiguous if a time scale is used for dates - _99999-91-91T60:00:00’ (i.e.,—100 000 BCE) and

prior to its definition by a recognized authority, or for datd- ’ +99999-12-31T23:59:59".

ter that definition is abandoned. However, common sensddhou_ The origin of JD can be written as:

prevail: the precision in the description of the time cooede ' _94713-11-24T12:00:00’.

shouldbe appropriate to the accuracy of the temporal informa- |y the UTC time scale the integer part of the seconds field

tion in the data. runs from 00 to 60 (in order to accommodate leap seconds);
in all other time scales the range is 00 to 59.

— The 1SO-8601datetimedata type isnot allowedin image-
axis descriptions Sinc€RVAL is requiredto be a floating-

The three most common ways to specify time are: 1ISO-8601 point value.

(ISO [2004Db), Julian Date (JD), or Modified Julian Date (MJD— ISO-8601datetimedoes not imply the use of any particular

= JD - 2,400, 0005; see IAU|1997). Julian Dates are counted time scale (see Se€f. 9.P.1).

from Julian proleptic calendar date 1 January 4713 BCE athoo— As specified by Bunclark & Rats (1997), time zones are ex-

or Gregorian proleptic calendar date 24 November 4714 BCE, plicitly not supported irFITSand, consequently, appending

also at noon. For an explanation of the calendars, see Rals et the letter’Z’ to aFITSISO-8601 string isiot allowed The

(2015). Even though it is common to think of certain represen rationale for this rule is that its role in the 1SO standard is

tations of time as absolute, time valueshiTS files shallall that of a time-zone indicator, not a time-scale indicata. A

be considered relative: elapsed time since a particulareate the concept of a time zone is not supportedimS, the use

pointin time. It may help to view the “absolute” values as atgr of time-zone indicator is inappropriate.

relative to a globally accepted zero point. For a discussion

the precision required to represent time values in floapiaipt

numbers, see Rots et al. (2015).

9.1. Time values

9.1.2. Julian and Besselian epochs

In a variety of contextepochsare provided with astronomical

i : - data. Until 1976 these were commonly based on the Besselian
9-1.1. 1SO-8601 datetime strings year (see Sedt. 9.3), with standard epochs B1900.0 and B1950
FITS datetime strings conform to a subset of ISO-8601 (whighfter 1976 the transition was made to Julian epochs based on
in itself does not imply a particular time scale) for seveirake- the Julian year of 365.25 days, with the standard epoch JA000
related keywords (Bunclark & Rots 1997), suclDaSE-xxxx. They are tied to the ET and TDB time scales, respectivelyeNot
Heredatetimewill be used as a pseudo data type to indicate itat the Besselian epochs are scaled by the variable lehgta o
use, although its valugsustbe written as a character string inBesselian year (see Selct.]9.3 and its cautionary note, vatsoh

' A’ format. The full specification for the format of tiatetime applies to this context). The Julian epochs are easier toiledé,
string has been: as long as one keeps track of leap days.

CCYY-MM-DD[Thh:mm:ss[.s...]] 9.2. Time coordinate frame
in which all of the time partmaybe omitted (just leaving 9 2.1. Time scale
the date) or the decimal seconagybe omitted. Leading ze-
roesmust nobe omitted and timezone designators ac¢ al- Thetime scaledefines the temporal reference frame, and is spec-
lowed This definition is extended to allow five-digit years withified in the header in one of a few ways, depending upon the con-
a mandatorysign, in accordance with 1SO-8601. That is, ontext. When recorded as a global keyword, the time ssiadél be
shalluse either theinsignedour-digit year format, or theigned  specified by the following keyword.
five-digit year format shown below.

TIMESYS — [string; default’ UTC’]. The value field of this key-

[+C]CCYY-MM-DD[Thh:mm:ss[.s...]] word shall contain a character-string code for the time scale
of the time-related keywords. Threcommendedgalues for
Note the following: this keyword in Tablé_30 have well-defined meanings, but
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other valuesnaybe used. If this keyword is absenyTC’
mustbe assumed.

Table 30: Recognized Time Scale Values

Value Meaning

In relevant contexts (e.g., time axes in image arrays, table
columns, or random group8JIMESYS maybe overridden by a
time scale recorded iGTYPEia, its binary-table equivalents, or
PTYPEi (see Tablg22).

The keywordsTIMESYS, CTYPEia, TCTYPn, andTCTYna or
binary-table equivalemmhayassume the values listed in Tablé 30.
In addition, for backward compatibility, all excepIMESYS and
PTYPEI mayalso assume the valuUelIME’ (case-insensitive),
whereupon the time scahallbe that recorded iTIMESYS or,
in its absence, its default valuéyTC’. As noted above, local
time scales other than those listed in Tdblen®ybe used, but
their useshouldbe restricted to alternate coordinates in order
that the primary coordinates will always refer to a propeely-
ognized time scale.

See Rots et al. (2015), Appendix A, for a detailed discussion
of the various time scales. In cases where high-precisiimg
is important onenayappend a specific realization, in parenthe-
ses, to the values in the table; e LT (TAI)’, *TT(BIPMOS)’,
"UTC(NIST)’. Note that linearity is not preserved across all
time scales. Specifically, if the reference position rersain-
changed (see Se¢f. 9.P.3), the first ten, with the exception o
"UT1’, are linear transformations of each other (excepting leap
seconds), as aréTDB’ and 'TCB’. On average’TCB’ runs
faster than’ TCG’ by approximately 5 x 1078, but the trans-
formation from *TT’ or *TCG’ (which are linearly related)
is to be achieved through a time ephemeris as provided by
Irwin & Fukushima (1999).

The relations between coordinate time scales and their dy-
namical equivalents have been defined as:

T(TCG)=T(TT) + Lg x 86400x (JD(TT) — JDy)

T(TDB) = T(TCB)-Lgx86400x(JD(TCB)—JDg)+T DBy,
where:

T isin seconds

Lc = 6.969290134 10710

Lg = 1.550519768& 1078

JDo = 24431445003725

TDBy = -6.55x 10°s.

Linearity is virtually guaranteed since images and indmatta-
ble columns do not allow more than one reference position to
be associated with them, and since there is no overlap betwee
reference positions that are meaningful for the first-nineet

"TAI'  (International Atomic Time): atomic-time standard

maintained on the rotating geoid
"TT’  (Terrestrial Time; IAU standard): defined on the ro-

tating geoid, usually derived as TAI32.184 s

"IDT’  (Terrestrial Dynamical Time): synonym for TT (dep-
recated)

'ET’ (Ephemeris  Time): continuous with TT;

should notbe used for data taken after 1984-01-01

"TIAT’  synonym for TAl (deprecated)

’UT1’  (Universal Time): Earth rotation time

"UTC’  (Universal Time, Coordinated; default): runs syn-
chronously with TAI, except for the occasional in-
sertion of leap seconds intended to keep UTC within
0.9 s of UT1, as of 2015-07-01 UTETAI - 36 s

"GMT’  (Greenwich Mean Time): continuous with UTC; its
use is deprecated for dates after 1972-01-01

UTO! (Universal Time, with qualifier): for high-precision
use of radio-signal distributions between 1955 and
1972; see Rats et al. (2015), Appendix A

’GPS’  (Global Positioning System): runs (approximately)
synchronously with TAl; GPS TAlI — 19 s

"TCG’  (Geocentric Coordinate Time): TT reduced to the
geocenter, corrected for the relativistiffexts of
the Earth’s rotation and gravitational potential; TCG
runs faster than TT at a constant rate

"TCB’  (Barycentric Coordinate Time): derived from TCG
by a four-dimensional transformation, taking into ac-
count the relativistic ects of the gravitational po-
tential at the barycenter (relative to that on the ro-
tating geoid) as well as velocity time-dilation vari-
ations due to the eccentricity of the Earth's orbit,
thus ensuring consistency with fundamental physi-
cal constants; Irwin & Fukushima (1999) provide a
time ephemeris

"TDB’  (Barycentric Dynamical Time): runs slower than
TCB at a constant rate so as to remain approximately
in step with TT; runs therefore quasi-synchronously
with TT, except for the relativistic féects intro-
duced by variations in the Earth’s velocity relative
to the barycenter. When referring to celestial ob-
servations, a pathlength correction to the barycenter
may be needed, which requires the Time Reference
Direction used in calculating the pathlength correc-
tion.

"LOCAL’  for simulation data and for free-running clocks.

scales on the one hand, and for the barycentric ones on tae oth

All use of the GMT time scale ifFITSfiles shallbe taken to  1gpecific realization codemaybe appended to these values, in
have its zero point at midnight, conformant with UT, inclogi  parentheses; see the text. For a more-detailed discusistioneo
dates prior to 1925. For high-precision timing prior to 193@e scales, see Rots et al. (2015), Appendix A.

Rots et al.[(2015), Appendix A.

Some time scales in use are not listed in Table 30 becawees chronometers UTC, by employing leap seconds, serves as
they are intrinsically unreliable or ill-defined. When uséitey a bridge between the two types of time scales.

shouldbe tied to one of the existing scales with appropriate spec-
ification of the uncertainties; the same is true for freening

clocks. However, a local time scale such as MET (Missioh2.2. Time reference value

Elapsed Time) or OET (Observation Elapsed Tinmalybe de-

fined for practical reasons. In those cases the time referefihe time reference value isot requiredto be present in an

value (see Sedi. 9.2.8hall notbe applied to the values, and itHDU. However, if the time reference point is specified explic
is stronglyrecommendethat such time scales be provided agly it mustbe expressed in one of ISO-8601, JD, or MJD. These
alternate time scales, with a defined conversion to a rezedni reference valuesustonly be applied to time values associated
time scale. with one of the recognized time scales listed in Table 30thatd

Itis useful to note that while UT1 is, in essence, an angle (time scalemustbe specified explicitly or implicitly as explained
the Earth’s rotation +e.,aclock), the others are Sl-second counin Sect[9.2.11.
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The reference point in time, to which all times in the HDUhave only one time reference position, thus guaranteaiegui
are relative shallbe specified through one of three keywordiy (see Secf. 9.2]1).

specified below. TRPOSN — [string; default:’ TOPOCENTER’] The value field of
this keywordshallcontain a character-string code for the

MIDREF - [floating-point]; default: 0.0] The value field of this ! . ! r-string ¢ I ;
spatial location at which the observation time is valid.sThi

keyword shallcontain the value of the reference time in .
MJD. table keywordshall overrideTREFPOS.

JDREF - [floating-point; default: none] The value field of this  The reference position valumaybe a standard location
keywordshall contain the value of the reference time in JD(Su_Ch as’ GEOCEI_HER’ or _’TOPOCENTER’) or a point in space
DATEREF — [datetime; default: none] The value field of this keygef'ned by specific cqordlnf_ites. In thg latter case one stimuld

word shallcontain a character-string representation of t yare that a (three-dimensional) spatial-coordinate érageds
reference time in 1SO-8601 format. 0 be defined that is likely to beftierent from the frame(s) with
which the data are associated. Note tHEQPOCENTER is only
MJIDREF andJDREF may, for clarity or precision reasons, be splitmoderately informative if no observatory location is pied

into two keywords holding the integer and fractional paeggas Or indicated. The commonly allowed standard values are show
rately. in Table[31. Note that for the gaseous planets the baryceoter

their planetary systems, including satellites, are usedbfgious

MJDREFI — [integer; default: 0] The value field of this keywordreasons. While it is preferable to spell the location names

shallcontain the integer part of reference time in MJD.  full, in order to be consistent with the practice_of Greisenle
MIDREFF — [floating-point; default: 0.0] The value field of this(2006) the values are allowed to be truncated to eight ctensac

keywordshall contain the fractional part of reference time irfurthermore, in order to allow for alternative spellingslythe
MJD. first three characters of all these valwbsll be considered sig-

JDREFT — [integer: default: none] The value field of this key_nlflcant. The value of the keywoshall be case-sensitive.

word shall contain the integer part of reference time in JD.
JDREFF — [floating-point; default: none] The value field of this

Table 31: Standard Time Reference Position Values

EeDywordshaII contain the fractional part of reference time in Valued  Meaning
' "TOPOCENTER’  Topocenter: the location from where the ob-
If [M]JDREF and both [M]JDREFI and [M]JDREFF are servation was made (default)
present, the integer and fractional valsésll have precedence , GEOCENTER®  Geocenter
over the single value. If the single value is present with ohe ,Rgﬁgzggfg, Eallryceptg{ gftthg Solar deyste_m \ation dat
the two parts, the single valshall have precedence. In the fol- or?l;jca aple- fo be used for simulation data
lowing, MJDREF and JDREF refer to their literal meaning or the 'CUSTOM’ A position specified by coordinates that is

combination of their integer and fractional parts. If a herad
contains more than one of these keywor@BREF shall have
precedence oveDATEREF and MIDREF shallhave precedence Less-common, but allowed standard values

not the observatory location

over both the others. If none of the three keywords is present :ygg1 1ocENTER’

there is no problem as long as all times in the HDU are ex- ' GALACTIC’
pressed in ISO-8601; otherwi¥@DREF = 0.0 mustbe assumed.  ’EMBARYCENTER’
If TREFPOS =’ CUSTOM’ (Sect[9.2.B), it is legitimate for none of ’MERCURY’
the reference-time keywords to be present, as one may assume ’VENUS’
the data are from a simulation. Note that tfeueof the refer- "MARS’
ence time has global validity for all time values, but it does Jgig}gﬁ
have a particular time scale associated with it. ' URANUS

'NEPTUNE’

Heliocenter

Galactic center

Earth-Moon barycenter

Center of Mercury

Center of Venus

Center of Mars

Barycenter of the Jupiter system
Barycenter of the Saturn system
Barycenter of the Uranus system
Barycenter of the Neptune system

9.2.3. Time reference position
L . . .. Notes.MRecognized values faIREFPOS, TRPOSN; only the first three
An op_servanon is an event in space-time. Th_e ref.efenC}*"ODSI characters of the values are significant and Solar Systeatidns are
specifies the spatial location at which the time is validheit as specified in the ephemerides.
where the observation was made or the point in space for which
light-time corrections have been applied. When recorded as
global keyword, the time reference positishallbe specified
by the following keyword.

The reader is cautioned that time scales and reference po-
sitions cannot be combined arbitrarily if one wants a clock
that runs linearly affREFPOS. Table[32 provides a summary
TREFPOS — [string; default:’ TOPOCENTER’]. The value field Of compatible combinations!BARYCENTER" shouldonly be
of this keywordshall contain a character-string code for thé!S€d in conjunction with time scalesDB” and *TCB’, and
spatial location at which the observation time is valid. Thehouldbe the only reference position used with these time
valueshouldbe one of those given in Talilel31. This keywor§cales. With proper caréGEOCENTER’, *TOPOCENTER’, and

shall apply to time-coordinate axes in images as well. "EMBARYCENTER’ are appropriate for the first ten time scales
in Table[30. However, relativisticfiects introduce a (generally

In binary tables dferent columnsnayrepresent completely linear) scaling in certain combinations; highly eccensiiace-
different Time Coordinate Frames. However, each column ceraft orbits are the exceptions. Problems will arise whangus
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Table 32: Compatibility of Time Scales and Reference Rursiti A non-standard location indicated byCUSTOM’ mustbe
specified in a manner similar to the specification of the abser
Reference Time scdle vatory location (indicated by TOPOCENTER’). One should be
Position TT,7TDT  TCG TDB TCB LOCAL careful with the use of théCUSTOM’ value and not confuse it
TAl IAT with * TOPOCENTER’, as use of the latter imparts additional in-

UT((:BPC‘-‘SMT formation on the provenance of the data.
. ITRS coordinatesX,Y,Z) may be derived from geodetic co-
' TOPOCENTER® t Is ordinates I,B,H) through:
" GEOCENTER’ Is c
"BARYCENTER’ Is c X = (N(B) + H) cos() cosB)
"RELOCATABLE’ c .
Other re re Y = (N(B) + H) sin(L) cos®B)

Z = (N(B)(1 - €°) + H) sin(B)
Notes.MLegend (combination isot recommendeifithere is no entry);
c: correct match; reference position coincides with theiapatigin of Where:

the space-time coordinates;correct match on Earth’s surface, other- N(B) = a
wise usually linear scalinds: linear relativistic scalingre: non-linear - -
relativistic scaling®@All other locations in the Solar System. \J1-€ sin(B)

a reference position on another Solar System body (inatudin & = 2f - f?
"HELIOCENTER’). Therefore it issecommendetb synchronize . is the semi-major axis, and is the inverse of the in-

the local clock with one of the time scales defined on the E:'artr\‘/erse flattening. Nanosecond precision in timing requibes t

surface,’TT”, "TAI", *GPS’, or "UTC’ (in the last case: beware opserg_ (1 H] be expressed in a geodetic reference frame de-
of leap seconds). This is common practice for spacecratkslo o4 after 1984 in order to be Siciently accurate.
Locally, such a clock will not appear to run at a constant, tate

cause of variations in the gravitational potential and irtiors
with respect to Earth, but thefects can be calculated and aré.2.4. Time reference direction
probably small compared with errors introduced by the a#ter

tive: establishing a local ime standard. stamps (i.e., if the reference position is HGOPOCENTER’ for

In order to provide a complete descriptiofTOPOCENTER” o0 1\ ariona data), the reference direction that is usedlcu-
requires the observatory’s coordinates to be specmedreThE

are three options(a) the ITRS Cartesian coordinates define ting the pathiength delsshouldbe provided in order to main-

; ; in a proper analysis trail of the data. However, this idulse
in Sect.[B.4.1 @BSGEO-X, OBSGEO-Y, OBSGEO-Z), which are it here is also information available on the locatioarh

strongly preferred (b) a geodetic latitudéngitudgelevation where the observation was made (the observatory locafitie)
triplet (defined below); ofc) a reference to an orbit-ephemerigy; .o .+, will usually be provided in a spatial-coordiné@me

file. A set of geodetic coordinates is recognized by the ¥alhgy that is already being used for the spatial metadata, altnittg
keywords. conceivable that multiple spatial frames are involved, sgher-

] ) } . ical ICRS coordinates for celestial positions, and Caate§iK5

OBSGEO-B — [floating-point] The value field of this keyword fo; spacecraft ephemeris. The time reference directios doé
shallcontain the latitude of the observation in deg, witlhy itself provide sfiicient information to perform a fully correct

North positive. transformation; however, within the context of a specifialgsis

OBSGEO-L — [floating-point] The value field of this keyword environment it should sfice.

shall contain the longitude of the observation in deg, with The uncertainty in the reference directioffiegts the errors

If any pathlength corrections have been applied to the time

East positive. in the time stamps. A typical example is provided by barydgent
OBSGEO-H — [floating-point] The value field of this keyword corrections where the time error is related to the positioore
shall contain the altitude of the observation in meters. tenr(Ms) < 2.4 pog(arcsec)

The reference direction is indicated through a referenepé&
cific keywords. These keywordsayhold the reference direc-
tion explicitly or (for data inBINTABLE extensions) indicate
cholumns holding the coordinates. In event lists where tlgé in
idual photons are tagged with a spatial position, those-coo
dinatesmayhave been used for the reference direction and the

reference will point to the columns containing these cauaité

Beware that only one set of coordinates is allowed in a giv : I o )
HDU. Cartesian ITRS coordinates are the preferred coowin%vlvliﬁs 'kzgsvg%e reference directisinall be specified by the fol

system; however, when using these in an environment requir-

ing nanosecond accuracy, one should take care to distmguiREFDIR — |[string] The value field of this keyword
between meters consistent with TCG or with TT. If one uses shallcontain a character string composed of: the name of the
geodetic coordinates, the geodetic altittGRSGEO-H is mea- keyword containing the longitudinal coordinate, followed
sured with respect to the IAU 1976 ellipsoid, which is defined by a comma, followed by the name of the keyword con-
as having a semi-major axis of 6 378 140 m and an inverse flat- taining the latitudinal coordinate. This reference diiett
tening of 298.2577. shallapply to time-coordinate axes in images as well.

An orbital-ephemeris file can instead be specified.
OBSORBIT — [string] The value field of this keyword

shall contain the character-string URI, URL, or the name
an orbit-ephemeris file.
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In binary tables dferent columnsnayrepresent completely Table 34: Recommended time units
different Time Coordinate Frames. However, also in that sit-
uation the condition holds that each column can have only Value  Definition
one Time Reference Direction. Hence, the following keyword ’s’ second (default)
mayoverrideTREFDIR. d’ day & 86,400 s)
a’ (Julian) year £ 365.25 d)

TRDIRN - [string] The value field of this keyworshall contain rey’? (Julian) century € 100 a)
a character string consisting of the name of the keyword or

column containing the longitudinal coordinate, followed b The following values are also acceptable.
a comma, followed by the name of the keyword or column ‘min’  minute & 60 )
containing the latitudinal coordinate. This referencesdhir "h’ day (= 86,400 s)
tion shall apply to time-coordinate axes in images as well. 'yr’  (Julian) year £ ’a’ = 365.25
d)
ta’ tropical year

9.2.5. Solar System ephemeris 'Ba’ Besselian year

If applicable, the Solar System ephemeris used for calogjat
pathlength delayshouldbe identified. This is particularly perti- The use of ta’ and’Ba’ is not encouraged, but there are
nent when the time scale ISCB’ or *TDB’. The ephemerides data and applications that require the use of tropical years
that are currently most often used are those from JPL (28)14aBesselian epochs (see Sdct. 9.1.2). The length of the #lopic
The Solar System ephemeris used for the data (if requirg@ar,’ta’, in days is:
shallbe indicated by the following keyword.
PLEPHEM - [string; default: 'DE405’] The value field
of this keyword shallcontain a character string thatl t8 = 36524219040211236 0.00000615251349
shouldrepresent a recognized designation for the Solar -6.0921x 1071°T2 + 2.6525x 1071 T2 (d)
System ephemeris. Recognized designations for JPL Solar
System ephemerides that are often used are listed whereT isin Julian centuries since J2000, using time scale TDB.

Table[33. The length of the Besselian year in days is:

Table 33: Valid Solar System ephemerides 1Ba= 3652421987817 0.00000785423 (d)
Value Reference whereT is in Julian centuries since J1900, using time scale ET,
'DE200°  |Standish[(1990); considered obsolete, but still in use @lthough for these purposes thefelfence with TDB is negligi-
’DE405°  |Standishi(1998); default ble.
’DE421°  [Folkner, et al.[(2009) Readers are cautioned that the subject of tropical and
"DE430°  |[Folkner, et al.|(2014) Besselian years presents a particular quandary for thefispec
’DE431°  [Folkner, et al.[(2014) cation of standards. The expressions presented here armtite

'DE432”  [Folkner, et al.(2014) accurate available, but are applicable for use when cigpdtia

files (which is strongly discouraged), rather than for ipteting
existing data that are based upon these units. Howevee ther
no guarantee that the authors of the data applied theseyparti
Yar definitions. Users are therefore advised to pay closatbin
and attempt to ascertain what the authors of the data resdig.u

Future ephemerides in this ser&sallbe accepted and rec-
ognized as they are released. Additional ephemeridesrdesi
tionsmaybe recognized by the IAUFWG upon request.

9.3. Time unit 9.4. Time offset, binning, and errors

When recorded as a global keyword, the unit used to express i
time shall be specified by the following keyword. 9.4.1. Time offset

TIMEUNIT — [string; default:’s’] The value field of this key- A uniform clock correctiormaybe applied in bulk with the fol-
word shallcontain a character string that specifies the tinlewing single keyword.
unit; the valueshouldbe one of those given in Taklilel34. This
time unitshallapply to all time instances and durations thatTIMEQFFS — [floating-point; default: 0.0] The value field of
do not have an implied time unit (such as is the case for JD, this keywordshallcontain the value of theftset in time
MJD, ISO-8601, J and B epochs). If this keyword is absent, thatshallbe added to the reference time, given by one of:
’s’ shallbe assumed. MJDREF, JDREF, Or DATEREF.

In an appropriate context, e.g., when an image has a time axis

TIMEUNIT maybe overridden by th&UNITia keywords and The time dfset may serve to set a zero-poifiiset to a rela-

their binary-table equivalents (see Tablé 22). tive time series, allowing zero-relative times, or justhegpre-
The specification of the time unit allows the values definegsion, in the time stamps. Its default value is zero. Theealf

inlGreisen & Calabretta (2002), shown in Tablé 34, with the athis keyword #fects the values AfSTART, andTSTOP, as well as

dition of the century. See also Selci.14.3 for generalitiemuib any time pixel values in a binary table. However, this canstr

units. mayonly be used in tables amdust notbe used in images.
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9.4.2. Time resolution and binning

Table 35: Keywords for global time values

The resolution of the time stamps (the width of the time sar
pling function)shall be specified by the following keyword.

TIMEDEL — [floating-point] The value field of this keyword

shall contain the value of the time resolution in the units of

TIMEUNIT. This construct, when preseshall onlybe used
in tables andnust note used in images.

In tables this may, for instance, be the size of the bins foeti
series data or the bit precision of the time-stamp values.

When data are binned in time bins (or, as a special case,

events are tagged with a time stamp of finite precision) s i
portant to know to the position within the bin (or pixel) to ivh

the time stamp refers. Coordinate values normally cornedpo

to the center of all pixels (see S€ct18.2); yet clock reasiong
effectively truncations, not rounded values, and thereforeeeo
spond to the lower bound of the pixel.

TIMEPIXR — [floating-point; default: 0.5] The value field of
this keywordshall contain the value of the position within

the pixel, from 0.0 to 1.0, to which the time-stamp refers

This construct, when preseshall onlybe used in tables and
must note used in images.

A value of 8.8 may be more common in certain contexts, e.g.
when truncated clock readings are recorded, as is the case i

almost all event lists.

9.4.3. Time errors

The absolute time error is the equivalent of a systematiorerr

shallbe given by the following keyword.

TIMSYER — [floating-point; default: 0.] The value field of this

keywordshall contain the value of the absolute time error, in

units of TIMESYS.

This keywordmaybe overridden, in appropriate context (e.g
time axes in image arrays or table columns; by@R€ERia key-
words and their binary-table equivalents (see Table 22).

The relative time error specifies accuracy of the time stamps

relative to each other. This error will usually be much serall
than the absolute time error. This error is equivalent tonaoan
error, andshall be given by the following keyword.

TIMRDER — [floating-point; default: 0.] The value field of this

Keyword Notes
DATE Defined in Secf_4.4]2.
DATE-0BS Defined in Sect[4.4]2. Keyword value was not re-

stricted to mean the start time of an observation, and
has historically also been used to indicate some form
of mean observing date and time. To avoid ambiguity
useDATE-BEG instead.

Defined in this section.

Defined in Sect_8.411. The method by which aver-
age times should be calculated is not defined by this
Standard.

DATE-BEG
DATE-AVG

DATE-END Defined in this section.

MJD-0BS Defined in Secf_8]3.

MJID-BEG Defined in this section.

MID-AVG Defined in Sect_8.411. The method by which aver-
age times should be calculated is not defined by this
Standard.

MJID-END Defined in this section.

TSTART Defined in this section.

TSTOP Defined in this section.

DATE-BEG — [datetime] The value field of this keyword
shall contain a character string in ISO-8601 format that spec-
ifies the start time of data acquisition in the time systentspe
ified by theTIMESYS keyword.

TE-END — [datetime] The value field of this keyword
shall contain a character string in ISO-8601 format that spec-
ifies the stop time of data acquisition in the time system-spec
ified by theTIMESYS keyword.

MID-BEG — [floating-point] The value field of this keyword
shall contain the value of the MJD start time of data acquisi-
tion in the time system specified by tmEMESYS keyword.

MID-END — [floating-point] The value field of this keyword
shall contain the value of the MJD stop time of data acquisi-
tion in the time system specified by tmEMESYS keyword.

TSTART — [floating-point] The value field of this keyword
shall contain the value of the start time of data acquisition in
units of TIMEUNIT, relative toMJDREF, JDREF, or DATEREF
andTIMEOFFS, in the time system specified by tAEMESYS
keyword.

TSTOP — [floating-point] The value field of this keyword
shall contain the value of the stop time of data acquisition in
units of TIMEUNIT, relative toMJDREF, JDREF, or DATEREF
andTIMEOFFS, in the time system specified by tAEMESYS
keyword.

keywordshall contain the value of the relative time error, i.e.

the random error between time stamps, in unitSIMESYS.

This keywordmaybe overridden, in appropriate context (e.g
time axes in image arrays or table columns; by@RBERia key-
words and their binary-table equivalents (see Table 22).

9.5. Global time keywords

The alternate-axis equivalent keywords BENTABLE ex-
tensions,DOBSN, MIDOBN, DAVGn, and MIDAn, as defined in
Table[22, are also allowed. Note that of the above @SIJART
andTSTOP are relative to the time reference value. As in the case
of the time reference value (see Séct. 9.2.2), the JD values s
persede DATE values, and MJD values supersede both, in cases
where conflicting values are present.

The time keywords in TablE35 are likely to occur in headers It should be noted that, although they do not represent globa

even when there are no time axes in the data. ExceMtAE,
they provide the top-level temporal bounds of the data in t
HDU. As noted before, they may also be implemented as tal

columns. Keywords not previously described are definedAgelo

all are included in the summary Talblel 22.
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time values within an HDU, théRVALia andCDELTia keywords,

d their binary-table equivalents (see Tdhble 22), alscesgmt
nary) time values. They should be handled with the same ca
regarding precision when combining them with the time refer
ence value as any other time value.
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Finally, Julian and Besselian epochs  (sepitfalls and subtleties that make this seemingly simplecepi
Sects.[9.1]2 and_3.3naybe expressed by these two keyireacherous. Because of their crucial role and common ege, k
words — to be used with great caution, as their definitions amdrds are defined below to record exposure and elapsed time.

more complicated and hence their use more prone to confusion . _ _ _
XPOSURE — [floating-point] The value field of this keyword

JEPOCH — [floating-point] The value field of this keyword  shallcontain the value for thefiective exposure duration for
shall contain the value of the Julian epoch, with an implied  the data, corrected for dead time and lost time in the units
time scale of TDB’. of TIMEUNIT. If the HDU contains multiple time slices, this

BEPOCH — [floating-point] The value field of this keyword  valueshallbe the total accumulated exposure time over all
shall contain the value of the Besselian epoch, with an im- slices.
plied time scale of ET". TELAPSE — [floating-point] The value field of this keyword

|.shallcontain the value for the amount of time elapsed, in

the units of TIMEUNIT, between the start and the end of the
observation or data stream.

When these epochs are used as time stamps in a table co
umn their interpretation will be clear from the context. idhe
the keywords appear in the header without obvious conteay, t
m_ustbe (egardeq as equivalentshaTE-OBS andMJD-OBS, i.e., Durationsmust notbe expressed in 1ISO-8601 format, but
with no fixed definition as to what part of the dataset theyrrefeonly as actual durations (i.e., numerical values) in thesuof

the specified time unit.

9.6. Other time-coordinate axes Good-Time-Interval (GTI) tables are common for exposures

) ) with gaps in them, particularly photon-event files, as theken
There are a few coordinate axes that are related to time @d §f hossible to distinguish time intervals with “no signal-de
are accommodated in this Standard: (tempguaBsetimelag  tected” from “no data taken.” GTI tables BINTABLE exten-
and frequency Phase results from folding a time series on gonsmustcontain two mandatory columnSTART and STOP,
given period, and can appear in parallel witime as an alter- angmaycontain one optional columWEIGHT. The first two de-
nate description of the same axis. Timelag is the coordioBtefine the interval, the third, with a value between 0 and 1, the
cross- and auto-correlation spectra. The tempfegjuencyis  quality of the intervalj.e., a weight of 0 indicates Bad- Time-
the Fourier transform equivalent of time and, particulatie  |nterval. WEIGHT has a default value of 1. Any time interval not

coordinate axis of power spectra; spectra where the depéndgyered in the tablshall be considered to have a weight of zero.
variable is the electromagnetic field are excluded heresbat

Greisen et al.| (2006). These coordinate asgieall be specified _

by giving CTYPEi and its binary-table equivalents one of the val9.8. Recommended best practices

ues:’PHASE’, "TIMELAG’, or ’FREQUENCY . T

Timelag units are the regular time units, and the basic ur&i

for frequency is’Hz’. Neither of these two coordinates is a lin-

ear or scaled transformation of time, and therefore carpiar  _ The presence of the informatiorTE keyword isstrongly

in parallel with time as an alternate description. That igiven recommendeth all HDUSs.

vector of values for an observable can be paired with a ceordL. one or more of the informational keyword®TE-xxxx

nate vector of time, or timelag, or frequency, but not withreno  angor MID-xxxx shouldbe present in all HDUs whenever a

than one of these; the three coordinates are orthogonal. _meaningful value can be determined. This also applies, e.g.
_ Phase canappear in parallel with time as an alternate gescri o catalogs derived from data collected over a well-defined

tion of the same axis. Phasaallbe recorded in the following  time range.

keywords. — The global keyword IMESYS is strongly recommended
CZPHSia — [floating-point] The value field of this keyword — 'ne global keyword$1IDREF or JDREF or DATEREF are

shall contain the value of the time at the zero point of a phase recommenc!ed. .
axis. Its unitanaybe ’deg’, *rad’ Or’turn’.p phase The remaining informational and global keywost®uldbe

CPERTia — [floating-point] The value field of this keyword, if ~ Présentwhenever applicable.
presenshall contain the value of the period of a phase axis.™ Al cqntext-spemﬂc keywordshallbe present as needed and
This keyword can be used only if the period is a constant; if requiredby the context of the data.
that is not the case, this keywostiouldeither be absent or
set to zero. 9.8.1. Global keywords and overrides

CzpHSia mayinstead appear in binary-table fornT{ZPHn, For reference to the keywords that are discussed here, see
TCZPna, iCZPHN, andiCZPna CPERIia mayinstead appear in Table[22. The globally applicable keywords listed in SecafB
binary-table formsICPERN, TCPRna, iCPERN, andiCPRNa The the table serve as default values for the correspondingnd
phase, period, and zero postiallbe expressed in the globallyTc* keywords in that same section, but only when axis and col-
valid time reference frame and unit as defined by the global keumn specifications (including alternate coordinate dedini)
words (or their defaults) in the header. use a time scale listed in Talilel30 or when the corresponding
CTYPE or TTYPE keywords are set to the valudIME’. Any al-
ternate coordinate specified in a non-recognized time ssle
sumes the value of the axis pixels or the column cells, optipn
There is an extensive collection of header keywords that inanodified by applicable scaling afod reference value keywords;
cate time durations, such as exposure times, but there arng msee also SetB.2.1.

e following guidelines should be helpful in creating dartad-
ts with a complete and correct time representation.

9.7. Durations
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9.8.2. Restrictions on alternate descriptions essarily expected to support these capabilities. Extertildies
are available to compress and decompFd$$ filesH.

An image will have at most one time axis as identified by hav-

ing the CTYPEi value of "TIME’ or one of the values listed in

Table[30. Consequently, as long as the axis is identifiedititro

CTYPEI, there is no need to have axis-number identificatiofy, o following describes the process for compressing
on the global time-related keywords. It is expressly praét ,_gimensional FITS images and storing the resulting byte
to specify more than one time reference position on this a{geam in a variable-length column inF4TS binary table, and
for alternate time-coordinate frames, since this woul@gige {4 preserving the image header keywords in the table header
to complicated model-dependent n,on-lln,ear Eelatl(’)ns’betw The general principle is to first divide tme-dimensional image
these frames. Hence, time scal@®B’ and’TCB’ (or "ET’, 10 jnig 5 rectangular grid of subimages or “tiles.” Each tilghien
its precisionmaybe specified in the same image, but cannot kg npressed as a block of data, and the resulting compressed
combined with any of the first nine time scales in Table 30séh0pte stream is stored in a row of a variable-length column
first nine can be expressed as linear transformations of e@#lfh FITS binary table (see Sedf_7.3). By dividing the image
other, too, provided the reference position remains ungddn o tiles it is possible to extract and decompress submesti
Time scale’LO(;AL’ is by itself, intended for simulations, andyf the image without having to decompress the whole image.
should notoe mixed with any of the others. The default tiling pattern treats each row of a two-dimenalo
image (or higher-dimensional cube) as a tile, such that each
i tile containsNAXIS1 pixels. This default may not be optimal
9.8.3. Image time axes for some applications or compression algorithms, so angroth
rectangular tiling pattermaybe defined using keywords that
X 2 =Y are defined below. In the case of relatively small images i ma
not be expressed in ISO-8601 format. Therefore ieguired g gice to compress the entire image as}; single tileg, regulting

that CRVALia contain the elapsed time in units DIMEUNIT or 5, output binary table containing a single row. In the azfse

CUNITia, even if the zero point of time is specified DYTEREF.  yhree.dimensional data cubes, it may be advantageousab tre
If the image does not use a matrix for scaling, rotation, arg;@d

- : s ch plane of the cube as a separate tile if application aodtw
shear|(Greisen & Calabretta_200ZDELTia provides the nu- tynically needs to access the cube on a plane-by-plane basis
meric value for the time interval. If theC form of scaling, ro-
tation, and shear (Greisen & Calabretta 2002) is uSeHIL.Tia
provides the numeric value for the time interval, #@d j, where 10.1.1. Required keywords

i = j = the index of the time axis (in the typical case of an im- . .
age cube with Axis 3 being timé, = | = 3) would take the addition to the mandatory keywords RINTABLE extensions

exact value 1, the default (Greisen & Calabiefta_2002). whésfe Secl_7.3.1) the following keywords are reserved ferinis

the CDij form of mapping is usedDi_j provides the numeric the header Qf EITSblnary-tabIg extension to describe the struc-

value for the time interval. If one of the axes is time and thisre of & valid compresse€lTSimage. All are mandatory.

matrix form is used, then the treatment of #@ _ja (or CDi_ja)

matrices involves at least a Minkowsky metric and Loreram$r ~ ZIMAGE — [logical; valueT] The value field of this keyword

formations (as contrasted with Euclidean and Galilean). shallcontain the logical valu€ to indicate that theFITS
binary-table extension contains a compressed image, and
that logically this extensioshouldbe interpreted as an im-
age rather than a table.

ZCMPTYPE — [string; default: none] The value field of this key-
word shall contain a character string giving the name of the
algorithm that was used to compress the image. Only the val-
ues given in Table_36 are permitted; the corresponding algo-

following sections describe compressed representatibdata rithms are described in SeEf.10.4. Other algorithms may be

in FITS images anBINTABLE extensions that preserve meta- added in _the future. i _

data and allow for full or partial extraction of the origirdata ZBITPIX — [integer; default: none] The value field of this key-
as necessary. The resultifidTS file structure is independent ~ Word shallcontain an integer that gives the value of the
of the specific data-compression algorithm employed. The im BITPIX keyword in the uncompressédTSimage.
plementation details for some compression algorithmsdhat zZNAXIS — [integer; default: none] The value field of this key-
widely used in astronomy are defined in S€cCt. 0.4, but other word shallcontain an integer that gives the value of the
compression techniques could also be supported. SefelTige NAXIS keyword (i.e., the number of axes) in the uncom-
convention by White et al. (2013) for details of the compi@ss pressedITSimage.

techniques, but beware that the specifications in this @rahd
shall supersede those in the registered convention.

10.1. Tiled image compression

Sect[8.2 requires keywordBVALia to be numeric and they can-

10. Representations of compressed data

Minimizing data volume is important in many contexts, patti
ularly for publishers of large astronomical data colleesioThe

ZNAXISn — [integer; indexed; default: none) The value field of
these keywordshall contain a positive integer that gives the
Compression ofITS files can be beneficial for sites that value of the correspondirgpaXISn keywords (i.e., the size
store or distribute large quantities of data; the presecticse of Axis n) in the uncompressddTSimage.
provides a standard framework that addresses such neeids- As
plementation of compressi@ecompression codes can be quite!® e.g. fpack/funpack, seehttps://heasarc.gsfc.nasa.gov/
complex, not all software for reading and writif TS is nec- fitsio/fpack/
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The comment fields for th8ITPIX, NAXIS, and NAXISn The following keywords are reserved to preserve a verbatim
keywords in the uncompressed imagfeouldbe copied to the copy of thevalue and comment fielder keywords in the orig-
corresponding fields in th@BITPIX, ZNAXIS, and ZNAXISn inal uncompresse#ITS image that were used to describe its
keywords. structure. These optional keywords, when pressmd|l be used
when reconstructing an identical copy of the origiREISHDU
of the uncompressed image. Thehould notappear in the com-
pressed image header unless the corresponding keywords wer

The compressed image tilewstbe stored in the binary table in Presentin the uncompressed image.
the same order that the first pixel in each tile appears ifFLh8
image; the tile containing the first pixel in the imagestappear

in the first row of the table, and the tile containing the lasepin
the imagemustappear in the last row of the binary table. The fol-
lowing keywords are reserved for use in describing comeakss ZEXTEND — [string] The value field of this keyword
images stored iBINTABLE extensions; theynaybe present in mustcontain the value of the origin@XTEND keyword in
the header, and their values depend upon the type of image com the uncompressed image.

10.1.2. Other reserved keywords

ZSIMPLE - [logical; valueT] The value field of this keyword
mustcontain the value of the origin®IMPLE keyword in
the uncompressed image.

pression employed. ZBLOCKED — [logical] The value field of this keyword
mustcontain the value of the origin8LOCKED keyword in
ZTILEn — [integer; indexed; default: 1 fan > 1] The value the uncompressed image.

field of these keywords (whereis a positive integer index ;renston — [string] The value field of this keyword

thatranges from 1 2NAXTS) shall contain a positive integer  ystcontain the originakTENSION keyword in the uncom-
representing the number of pixels along Arisf the com- pressed image.

pressed tiles. Each tile of pixefaustbe compressed sepa- : i i
rately and stored in a row of a variable-length vector columr?PCOUNT — [integer] The value field of this keyword
in the binary table. The size of each image dimension (given Mustcontain the originaPCOUNT keyword in the uncom-
by ZNAXISn) need not be an integer multiple fILEN, and pressed image.

if it is not, then the last tile along that dimension of the im-ZGCOUNT - [integer] The value field of this keyword
age will contain fewer image pixels than the other tileshé t mustcontain the originalGCOUNT keyword in the uncom-
ZTILEn keywords are not present then the default “row-by- pressed image.

row” tiling will be assumed, i.e ZTILEL = ZNAXIS1, and  zppcrsym — [string] The value field of this keyword
the value of all the otheZTILEn keywordsmustequal 1. musicontain the original CHECKSUM keyword (see

ZNAMEi — [string; indexed; default: none] The value field of Sect[4.4.2.7) in the uncompressed image.

these keywords (whereis a positive integer index start- ;parasymy — [string] The value field of this keyword

ing with 1) shall supply the names of up to 999 algorithm- " sicontain  the original DATASUM keyword (see
specific parameters that are needed to compress or decom'Sect@.?) in the uncompressed image.

press the image. The order of the compression parameters

maybe significant, andhaybe defined as part of the descrip-  The ZSIMPLE, ZEXTEND, and ZBLOCKED keywords

tion of the specific decompression algorithm. must nobe used unless the original uncompressed image
ZVALI — [string; indexed; default: none] The value field of theswas contained in the primary array of BITS file. The

keywords (whergis a positive integer index starting with 1)ZTENSION, ZPCOUNT, andZGCOUNT keywordsmust note used

shall contain the values of up to 999 algorithm-specific panless the original uncompressed image was contained in an

rameters with the same indexThe value oZVALi mayhave IMAGE extension.

any validFITSdata type. TheFITSheader of the compressed imagaycontain other

. . . keywords. If aFITS primary array orIMAGE extension is com-
ZMASKCMP — [string; default: none] The value field of this key- r()a/\sted using the Sroced){Jre dgscribed here, stramgly rec-

word shall contain the nam<"Sig@iapnage gmpression a?_pwmendedihat all the keywords (including comment fields) in

gorithm that was used to compress the optional null-pix AN
data mask. This keywomaybe omitted if no null-pixel data %e header (.)f the original Image, except fqr the mandatoyy ke
words mentioned above, be copied verbatim and in the same or-

masks appegr nthe table. See Sect. 10.2.2 for de_talls. der into the header of the binary-table extension that dasita

ZQUANTIZ — [string; default’ NODITHER’] The value field of the compressed image. All these keywords will have the same
this keywordshall contain the name of the algorithm thatmeaning and interpretation as they did in the original image
was used to quantize floating-point image pixels into intewven in cases where the keyword is not normally expected to
ger values, which were then passed to the compression@cur in the header of a binary-table extension (e.g BSGALE

gorithm as discussed further in Sect. 10.2. If this keyworghdBzER0 keywords, or the world-coordinate-system keywords
is not present, the default is to assume that no dithering Wagch a<TYPEn, CRPIXn, andCRVALN).

applied during quantization.

ZDITHERO — [integer; default: none] The value field of this key
word shall contain a positive integer (that may range from
to 10000 inclusive) that gives the seed value for the randdfwo columns in thé=ITSbinary table are defined below to con-
dithering pattern that was used when quantizing the floatingin the compressed image tiles; the order of the columrsan t
point pixel values. This keywonthaybe absent if no dither- table is not significant. One of the table columns descrilges o
ing was applied. See Selct. 10.2 for further discussion.  tional content; but when this column appeamniistbe used as

}0.1.3. Table columns
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defined in this section. The column names (given byltti¥PEn  value. However, these pixel values will be altered whengisin
keyword) are reserved; they are shown here in upper-caseslet the quantization method described in S&ci. 110.2 to compress
but case is not significant. floating-point images. The value of the undefined pixeés/be
preserved in the following way.
COMPRESSED DATA — [required; variable-length] Each row of
this columnmustcontain the byte stream that is generatedzBLANK — [integer; optional] When present, this column
as a result of compressing the corresponding image tile. The shallbe used to store the integer value that represents un-
data type of the column (as given by tfiEORMNn keyword) defined pixels in the scaled integer array. FTeeommended
mustbe one of’ 1PB’, *1PI’, or " 1PJ’ (or the equivalent  yalue forZBLANK is —2147483648, the largest negative 32-
"1QB’, "1QI’, or *1QJ’), depending on whether the com-  pijt integer. If the same null value is used in every tile of the
pression algorithm generates an output stream of 8-bisbyte  image, therzBLANK maybe given in a header keyword in-
or integers of 16, or 32 bits respectively. stead of a table column; if both a keyword and a table column
namedZBLANK are present, the values in the table column
mustbe used. If there are no undefined pixels in the image
thenZBLANK is not requiredto be present either as a table
column or a keyword.

When using the quantization method to compress floating-
point images that is described in Sdcf. 10.2, it sometimes ma
not be possible to quantize some of the tiles (e.g., if thgeani
pixels values is too large or if most of the pixels have theesam

value and hence the calculated RMS noise level in the tile is If the uncompressed image has an integer data type

&BITPIX > 0) then the value of undefined pixels is given by the

inal compression algorithm cannot be applied to certa@stiln - g; )yx keyword (see SedfB.3), whighouldbe used instead of
these cases, an alternate techniouag/be used in which the raw ;p; xyx

pixel values are losslessly compressed with the GZIP alguori When using some compression techniques that do not ex-

GZIP_COMPRESSED DATA [optional; variable-length] If the raw aCtly Preserve integer pixel values, it may be necessariote s
pixel values in an image tile are losslessly compressed WH?F location of th.e undefined p|er§ prior to compressing the
the GZIP algorithm, the resulting byte streamistbe stored Image. The locationsnaybe stored in an image mask, W.h'Ch
in this column (with & 1PB’ or ’ 1QB’ variable-length array- mustlt_self be_ c_o_mpressed and stored in a table coI_umn with the
column format). The correspondi®@MPRESSED DATA col- following definition. See Sedf. 10.2.2 for more details.

umn for these tilesmustcontain a null pointer (i.e., the . . .
pair of integers that constitute the descriptor for the polu  NULL-PIXELMASK — [integer array; optional] When present,

. this columnshallbe used to store, in compressed form, an
mustboth have the value zero: see SECL1.3.5). image mask with the same original dimensions as the un-
The compressed data columns described aboaguse ei- cpmpressed image, that. reco.rds the location of the undefined

ther the’ 1P’ or ’ 1Q” variable-length arraffITScolumn format  Pixels. The process defined in Sdct. 10.h2llbe used to
if the size of the heap in the compres$d@iSfile is < 2.1 GB. If construct the compressed pixel mask.

the the heap is larger than 2.1 GB, then th@’ format (which » ]

uses 64-bit pointershustbe used. Additional columnsmaybe present in the table to supply

When using the optional quantization method described @her parameters that relate to each image tile. Howeveseth
Sect.[I0.R to compress floating-point images, the followirRfirametershould nobe recorded in the image HDU when the
columns areequired uncompressed image is restored.

ZSCALE - [floating-point; optional] This columshallbe used
to contain linear scale factors that, along WAZERO, trans-

form the floating-point pixel values in each tile to integergvhile floating-point format images may be losslessly com-

10.2. Quantization of floating-point data

via, pressed, noisy images often do not compress very well. Highe
F; — ZZERO compression can only be achieved by removing some of this
li = round(m) (12) noise without losing the useful information content. Oneneo

monly used technique for reducing the noise is to scale the
wherel; andF; are the integer and (original) floating-poinffloating-point values into quantized integers using [Eq. dr®)
values of the image pixels, respectively, anditbend func-  using theZSCALE and ZZERO columns to record the two scal-
tion rounds the result to the nearest integer value. ing codficients that are used for each tile. Note that the absence
ZZERO — [floating-point; optional] This columshallbe used to Of these two columns in a tile-compressed floating-poinigena
contain zero-point fisets that are used to scale the floatinqS an indication that the image was not scaled, and was istea
point pixel values in each tile to integers via Eql 12. osslessly compressed. _ _ _
An effective scaling algorithm for preserving a speci-
Do not confuse th&SCALE and ZZERO columns with the fied amount of noise in each pixel value is described by
BSCALE andBZERO keywords (defined in Sedf._4.4.2) that mayVhite & Greenfield|(1999) and hy Pence et al. (2009). With this
be present in integeFITS images. Any such integer imagesmethod, theZSCALE value (which is numerically equal to the
shouldnormally be compressed without any further scaling, arghacing between adjacent quantization levels) is caledtatbe
theBSCALE andBZERO keywordsshouldbe copied verbatim into some fraction(Q, of the RMS noise as measured in background
the header of the binary table containing the compressegdmaregions of the image. Pence et al. (2009) shows that the num-
Some images contain undefined pixel values; in uncorper of binary bits of noise that are preserved in each pixeleva
pressed floating-point images these pixels have an IEEE NaNgiven bylogx(Q) + 1.792. TheQ value directly &ects the
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compressed file size: decreasiQgy a factor of two will de-
crease the file size by about one bit per pixel. In order toeaehi
the greatest amount of compression, one should use theestall
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"SUBTRACTIVE DITHER 2’ — This dithering algorithm is iden-

tical to that for’ SUBTRACTIVE DITHER_1’, except that any
pixels in the floating-point image that are exactly equal to

0.0 are represented by the reserved val@é47483647 in

the quantized integer array. When the image is subsequently
decompressed and unscaled, these piraistbe restored

to their original value of 0.0. This dithering option is use-
ful if the zero-valued pixels have special significance to
the data analysis software, so that the value of these pixels
must nobe dithered.

value ofQ that still preserves the required amount of photomet-
ric and astrometric precision in the image.

A potential problem when applying this scaling method to
astronomical images, in particular, is that it can lead tpstesn-
atic bias in the measured intensities in faint parts of thegen
As the image is quantized more coarsely, the measured itytens
of the background regions of the sky will tend to be biased to-
wards the nearest quantize level. One veffgeaive technique
for minimizing this potential bias is tditherthe quantized pixel
values by introducing random noise during the quantizgtion
cess. So instead of simply scaling every pixel value in teesa 1. Generate a sequence of 10000 single-precision floating-p
way using EqIR, the quantized levels are randomized bygusin random numbers, RN, with a value between 0.0 and 1.0.
this slightly modified equation: Since it could be computationally expensive to generate a

unique random number for every pixel of large images, sim-

ply cycle through this look-up table of random numbers.
2. Choose an integer in the range 1 to 10000 to serve as an
initial seed value for creating a unique sequence of random
numbers from the array that was calculated in the previous
step. The purpose of this is to reduce the chances of apply-
ing the same dithering pattern to two images that are sub-
sequently subtracted from each other (or co-added), becaus
the benefits of randomized dithering are lost if all the Bxel
are dithered in phase with each other. The exact method for
computing this seed integer is not important as long as the
value is chosen more or less randomly.
3. Write the integer seed value that was selected in thequisvi
step as the value of ttEDITHERO® keyword in the header of
the compressed image. This value is required to recompute
the same dithering pattern when decompressing the image.
4. Before quantizing each tile of the floating-point imaga; c
culate an initial value for two fiset parameterdy and |y,
with the following formulae:

The process for generating a subtractive dither for a flgatin
pointimage is the following.

Fi — ZZERO

li = round(
ZSCALE

‘R - 0.5) (13)
whereR; is a random number between 0.0 and 1.0, and 0.5 is
subtracted so that the mean quantity equals 0. Then regtiien
floating-point value, the samig is used with the inverse for-
mula:

Fi = ((li = R + 0.5) * ZSCALE) + ZZERO. (14)
This “subtractive dithering” technique has theeet of dithering
the zero point of the quantization grid on a pixel-by-pixatis
without adding any actual noise to the image. The ffietot of
this is that the mean (and median) pixel value in faint region
of the image more closely approximate the value in the origi-
nal unquantized image than if all the pixels are scaled witho
dithering.

The key requirement when using this subtractive-dithering
technique is thatthe exact same random-number sequence
mustbe used when guantizing the pixel values to integers, and 1o = mod(Nsie — 1 + ZDITHERO, 10000) (15)
when restoring them to floating-point values. While most eom l; = INT(RN(lo) = 500) (16)
puter languages supply a function for generating random-num ) . _ .
bers, these functions are not guaranteed to generate the sam WheréNie is the row number in the binary table that is used
sequence of numbers every time. An algorithm for generating {© Store the compressed bytes for that #B] THERO 1S that
a repeatable sequence of pseudo-random numbers is given in/alue of that keyword, and RINj) is the value of the’ ran-

Appendix]; this algorithmmustbe used when applying a sub- dom number in the sequence that was computed in the first
trgf:)tive dxilt]her. g RRYIng step. Note thaty has a value in the range 0 to 9999 dad

has a value in the range 0 to 499. This method for computing
lp andl; was chosen so that aftérent sequence of random
numbers is used to compress successive tiles in the image,
and so that the sequence lefvalues has a length of order
100-million elements before repeating.
5. Now quantize each floating-point pixel in the tile using
Eq.[13 and using random number RN(for the first pixel.
Increment the value of; for each subsequent pixel in the
tile. If I, reaches the upper limit of 500, then increment the
value oflg and recomputé; from Eq.[16. Iflo also reaches
the upper limit of 10000, then resktto 0.
If the floating-point pixel has an IEEE NaN value, then it is
not quantized or dithered but instead is set to the reserved
integer value specified by tr#BLANK keyword. For consis-
tency, the value of; shouldalso be incremented in this case
even though it is not used.
Compress the array of quantized integers using the ksssle
algorithm that is specified by theCMPTYPE keyword (use
RICE_1 by default).

10.2.1. Dithering algorithms

The ZQUANTIZ keyword, if presentmusthave one of the fol-
lowing values to indicate the type of quantization, if arhatt
was applied to the floating-point image for compression.

"NODITHER’ — No dithering was performed; the floating-point
pixels were simply quantized using E.]12. This option
shallbe assumed if th@QUANTIZ keyword is not present
in the header of the compressed floating-point image.

"SUBTRACTIVE DITHER 1’ — The basic subtractive dithering
was performed, the algorithm for which is described below.
Note that an image quantized using this technique can still
be unquantized using the simple linear scaling functiormiv
by Eq[12, at the cost of introducing slightly more noise i th 6.
image than if the full subtractive-dithering algorithm wer
applied.
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7. Write the compressed byte stream into thpressed table. Note in particular that the values of thevede
COMPRESSED DATA column in the appropriate row of column descriptor keyword&YPEn, TUNITN, TSCALN, TZERON,
the binary table corresponding to that tile. TNULLn, TDISPn, andTDIMn, as well as all the column-specific

8. Write the linear scaling and zero-point values that weedtu WCS keywords defined in thEITS Standardmusthave the
in Eq.[I3 for that tile into th&SCALE andZZERO columns, same values and data types in both the original and in the com-
respectively, in the same row of the binary table. pressed table, with the understanding that these keywpglyg a

9. Repeat Steps 4 through 8 for each tile of the image. to the uncompressed data values.

The only keywords thaiust notbe copied verbatim from
10.2.2. Preserving undefined pixels with lossy compression ~ the uncompressed table header to the compressed tabler heade
] . o ) are the mandatorjyAXIS1, NAXIS2, PCOUNT, andTFORMn key-

The undefined pixels in integer images are flagged by a reerygrds, and the option@HECKSUNM, DATASUM (see Secb4.4.2.7),
BLANK value and will be preserved if a lossless compression @nhdTHEAP keywords. These keywords must necessarily describe
gorithm is used.ZBLANK is used for undefined pixels in floating-the contents and structure of the compressed table itseé. T
pointimages.) If the image is compressed with a lossy &llgori  original values of these keywords in the uncompressed table
then some other technigqueustbe used to identify the undefinedmuystbe stored in a new set of reserved keywords in the com-
pixels in the image. In this case it iscommendethat the un-- pressed table header. Note that there is no need to preserve a
defined pixels be recorded with the following procedure. copy of theGCOUNT keyword because the value is always equal
ﬂ?il for BINTABLE extensions. The complete set of keywords

{ have a reserved meaning within a tile-compressed ypinar
%ble are given below.

1. Create an integer data mask with the same dimensions as:
image tile. ¢

2. For each undefined pixel in the image, set the correspgndi
mask pixels to 1 and all the other pixels to O.

3. Compress the mask array using a lossless algorithm such as
PLIO or GZIP, and record the name of that algorithm withZTABLE — [logical; value:T] The value field of this keyword

the keywordZMASKCMP. shallbe T to indicate that thé=ITS binary-table extension

4. Store the compressed byte stream in a variable-lengdly-ar ~ contains a compress8dNTABLE, and that logically this ex-
column calledNULL_PIXEL MASK in the table row corre- tensionshouldbe interpreted as a tile-compressed binary ta-
sponding to that image tile. ble.

ZNAXIS1 — [integer; default: none] The value field of this key-
word shallcontain an integer that gives the value of the
NAXIS1 keyword in the original uncompress&dTS table

The data mask array pixethouldhave the shortest integer
data type that is supported by the compression algoritham (i.
usually eight-bit bytes). When decompressing the imagettie 4 o ”
softwaremustcheck if the corresponding compressed data mask Eﬁgg;r' ;rehslzégﬁ);%fgms the width in bytes of each row in the
exists with a length greater than O, and if so, decompress the P i ' ) _
mask and set the corresponding undefined pixels in the imagd&/AXIS2 — [integer; default: none] The value field of this key-

array to the value given by trBLANK keyword. word shallcontain an integer that gives the value of the
NAXIS2 keyword in the original uncompressé&dTsS table

) ) header. This represents the number of rows in the uncom-
10.3. Tiled table compression pressed table.

The following section describes the process for comprgssinZPCOUNT — [integer; default: none] The value field of this key-
the content ofBINTABLE columns. Some additional details of word shallcontain an integer that gives the value of the
BINTABLE compression may be foundin Pence etlal. (2013), but PCOUNT keyword in the original uncompress&dTsS table
the specifications in this Standastiall supersede those in the  header.

registered convention. The uncompressed taidgbe subdi-  7porun — [string; indexed; default: none] The value field of
vided into tiles, each containing a subset of rows, then eath  {hage keywordshall contain the character-string values of
umn of data within each tile is extracted, compressed, avddt the correspondingFORMn keywords that defines the data

as a variable-length array of bytes in the output compretsed _type of Columm in the original uncompresséeTStable.
ble. The header keywords from the uncompressed table, with

only a few limited exceptionsshallbe copied verbatim to the ZCTYPn — [string; indexed; default: none] The value field
header of the compressed table. The compressedtalsitself of these _keywordshallconta_m the character-string value
be a validFITS binary table (albeit one where the contents can- Mnemonic name of the algorithm that was used to compress
not be interpreted without decompressing the contentsktra Columnn of the table. The only pe_rm|tted v_alues aregivenin
tains the same number and order of columns as in the uncom- S€CtL10.355, and the corresponding algorithms are destrib
pressed table, and that contains one row for each tile of lows 1" Sectl10.4.

the uncompressed table. Only the compression algorithets sp ZTILELEN — [integer; default: none] The value field of this
ified in Sect[10.315 are permitted. keywordshall contain an integer representing the number of
rows of data from the original binary table that are contdine
in each tile of the compressed table. The number of rows
in the last tile may be fewer than in the previous tiles. Note

With only a few exceptions noted below, all the keywords and that if the entire table is compressed as a single tile, then
corresponding comment fields from the uncompressed table the compressed table will only contains a single row, and the
mustbe copied verbatim, in order, into the header of the com- ZTILELEN andZNAXIS2 keywords will have the same value.

10.3.1. Required keywords
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10.3.2. Procedure for table compression of table rows in each tile that are to be compressed as a
. . . roup.
The procedure for compressing=#T S binary table consists of group . i .
the following sequence of steps. — FZALGOR — [string] The value field of this keyword
o S . shallcontain a character string giving the mnemonic name
1. Divide table into tiles (optional) of the algorithm that is requested to be used by default to

In order to limit the amount of data that must be managed compress every column in the table. The permitted values
at one time, larg&ITStablesmaybe divided into tiles, each are given in Seci_10.3.5.

containing the same number of rows (except for the last tile,
whichmaycontain fewer rows). Each tile of the table is com-
pressed in order, and each is stored in a single row in the out-
put compressed table. There is no fixed upper limit on the al-

!{ﬁ‘gf i? rg'(li :;(zceéebdugfooor I{)ﬂrgcncal purposes ire:ommended same as for th&ZALGOR keyword. TheFZALGn keyword
' takes precedence ovEZALGOR in determining which algo-
2. Decompose each tile into the component columns rithm to use for a particular column if both keywords are
FITS binary tables are physically stored in row-by-row se- present.
quential order, such that the data values for the first row in
each column are followed by the values in the second row,
and so on (see Se¢f_7.8.3). Because adjacent columnd@r3-4. Other reserved keywords

binary tables can contain very non-homogeneous types-m ; ;
A i . . e following keywords are reserved to store a verbatim co
data, it can be challenging tdheiently compress the native g xey Py

stream of bytes in thEITStables. For this reason,thetableiOf the value and comment fields for specific keywords in the

first decomposed into its component columns, and then e
column of data is compressed separately. This also allo
one to choose the mostheient compression algorithm for
each column.

3. Compress each column of data
Each column of datanustbe compressed with one of the ZTHEAP — [integer; default: none] The value field of this key-
lossless compression algorithms described in $ecf] 10.4. | word shallcontain an integer that gives the value of the
the table is divided into tiles, then the same compression al THEAP keyword if present in the original uncompres$§d@dS
gorithm mustbe applied to a given column in every tile. In  table header.

the case of variable-length array columns (where the datgygpcrsun [string: . : ;

; ] : X - g; default: none] The value field of this key-
are stored in the table heap: see Sect.V.3.5), each indlvidu "\ orq shall contain a character string that gives the value of
variable-length vectamustbe compressed separately. the CHECKSUM keyword (see SedL.Z.4.2.7) in the original un-

4. Store the compressed bytes compresse&ITSHDU.

The compressed stream of bytes for each colunustbe  7pragyy — [string; default: none] The value field of this key-
written into the corresponding columniin the output table. *\qrq shallcontain a character string that gives the value of

The compressed tableusthave exactly the same number e parasyy keyword (see Sedi. 4.4.2.7) in the original un-
and order of columns as the input table, however, the data compresse&ITSHDU.

type of the columns in the output table will all have a
variable-length byte data type, witFORMn = * 1QB’. Each
row in the compressed table corresponds to a tile of rows10.3.5. Supported compression algorithms for tables

the uncompressed table. . . .
In the case of variable-length array columns, the array of'€ Permitted algorithms for compressiBGNTABLE columns
'RICE.1’, 'GZIP.1’, and’GZIP_2" (plus’NOCOMPRESS’),

descriptors that point to each compressed variable-lengtty. . )
array, as well as the array of descriptors from the inpu 'Ch. are lossless and are described in Sectl 10.4. Lossy com

uncompressed tablenpustalso be compressed and writte
into the corresponding column in the compressed table. da
Sect[10.3]6 for more details.

FZALGn — [string; indexed] The value fields of these key-
wordsshall contain a character string giving the mnemonic
name of the algorithm that is requested to compress
Columnn of the table. The current allowed values are the

®riginal uncompresseBINTABLE. These keywords, if present,

uldbe used to reconstruct an identical copy of the uncom-
Wr%ssedSINTABLE, andshould notappear in the compressed ta-
ble header unless the corresponding keywords were prasent i
the uncompresseRiINTABLE.

Jreserve the details of the compression.

10.3.6. Compressing variable-length array columns

10.3.3. Compression directive keywords Compression oBINTABLE tiles that contain variable-length ar-

The following compression-directive keywords, if presierthe @y (VLA) columns requires special consideration becahse t
header of the table to be compressed, are reserved to pro@d@y values in these columns are not stored directly indhe t
guidance to the compression software on how the table shofl@. but are instead stored in a data heap, which follows tia m
be compressed. The compression softwsteuldattempt to table (see Sedi. 7.3.5). The VLA column in the original, uneo
obey these directives, but if that is not possible the saftwaPressed table only contains descriptors, which compriseirtw
maydisregard them and use an appropriate alternative. Thé&gers that give the size and location of the arrays in the.hea

keywords are optional, buhustbe used as specified below. ~ When decompressing, these descriptor values will be neteded
write the decompressed VLAs back into the same locationdn th

— FZTILELN - [integer] The value field of this keyword heap as in the original uncompressed table. Thus, the fipw
shall contain an integer that specifies the requested numipeocesamustbe followed, in order, when compressing a VLA
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column within a tile. Refer to Pence et al. (2013) for additib 10.4.1. Rice compression

details. . . -
When ZCMPTYPE = ’RICE_1’ the Rice algorithm/(Rice et al.

1993) shallbe used for data (de)compression. When selected,
1. For each VLA in the column: the keywords in Tabl@§houldalso appear in the header with
— read the array from the input table, and compress it usif§€ of the values indicated. If these keywords are ab_sesm, th
the algorithm specified bYCTYP for this VLA column: their default valuesnustbe.used..The Rice algorithm is loss-
— write the resulting byte stream to the heap of the conlﬁs_s’ bl_ﬂ can only be applied to integer-valued arraysffers
pressed table; and a significant performance advantage over the other comipress
— store (or append) the descriptors to the compressed biRgnniques (see White etal. 2013).

stream (whichmustbe 64-bit Q-type) in a temporary ar- ) _
ray. Table 37: Keyword parameters for Rice compression

2. Append the VLA descriptors from the uncompressed table

; ; Values
(whichmaybe elt.her Q-type or P-type) to the temporary ar- Keyword “Permitied Default Meaning
ray of VLA descriptors for the compressed table. : —
. . . ZNAME1 ’BLOCKSIZE’ - Size of block in pixels
3. Compress the combined array of descriptors usingzya; 16, 32 32 No. of pixels in a block
"GZIP_1’, and write that byte stream into the corre- yyamg2 ’BYTEPIX’ - Size of pixel value in bytes
sponding VLA column in the output table, so that the zvarL2  1,2,4,8 4 No. of eight-bit bytes per orig-
compressed array is appended to the heap. inal pixel value

When decompressing a VLA column, two stages of decome.4.2. GziP compression

pressiormustbe performed in order. ] ]
WhenZCMPTYPE = ’GZIP_1’ the gzip algorithnshallbe used

) , . for data (de)compression. There are no algorithm paraseter
1. Decpmpress_ the combined array of descriptors using ¢ the keyword<NAMEN and ZVALn should noppear in the
’gzip’ algorithm. header. The gzip algorithm is used in the free GNU software
2. For each descriptor to a compressed array: compression utility of the same name. It was created by J.-
— read the compressed VLA from the compressed th- Gailly and M. Adler, based on the DEFLATE algorithm
ble, and decompress it using the algorithm specified fi2eutsch _1996), which is a combination of LZ77 (Ziv & Lempel
ZCTYP for this VLA column; and 1977) and H&man coding. The Uniyzip program accepts an
— write it to the correct location in the decompressed tabliteger parameter that provides a trade between optiroizédr
speed (1) and compression ratio (9), which does ffecathe
format of the resultant data stream. The selection of this pa
10.4. Compression algorithms rameter is an implementation detail that is not covered ks th
Standard.
WhenZCMPTYPE = 'GZIP_2’ the gzip2 algorithnshallbe

Table 36: Valid mnemonic values for tA€MPTYPE andZCTYPn used for data (de)compression. The gzip2 algorithm is & vari

keywords ation on’GZIP_1’. There are no algorithm parameters, so the
: keywordsZNAMEn and ZVALn should noappear in the header.
Value Sect. _ Compression Type In this case the bytes in the array of data values aréiskuso
"RICE.1’ [0.41 Rice algorithm for integer data that they are arranged in order of decreasing significanfoede
"GZIP_1’ (1042 Combination of the LZ77 algorithm peing compressed. For example, a five-element contigucars ar
and Hufman coding, used in GNU  of tyo-byte (16-bit) integer values, with an original bigeian
, , Gzip ) . byte order of:
GZIP.2 [I042 Like 'GZIP_.1’, but with reshéied
byte values
'PLIO_1’ 1043 I)}éAF PLIO algorithm for integer data ArA2B1BC1C2D1D2E B

"HCOMPRESS_1’ [10.44 H-compress algorithm for two-
dimensional images
’NOCOMPRESS’ The HDU remains uncompressed

will have the following byte order after skiing:

A1B1C1D1E1A:B,CoD2E»,

The name of the permitted algorithms for compressirighereAs, By, Cy, D1, andE; are the most-significant bytes from
FITS HDUs, as recorded in theCMPTYPE keyword, are listed €ach ofthe integer values. Byte shimg shall onlybe performed
in Tab|e, if other types are later Supported, thﬁystbe for Integer or floatlng-pOInt numeric data types; |Oglcall, and
registered with the IAUFWG to reserve the keyword valuesharacter typesiust nobe shifled.
Keywords for the parameters of supported compression algo-
rithms have also been reserved, and are described with eaghy 3 \raF/PLIO compression
algorithm in the subsections below. If alternative compi@s
algorithms require keywords beyond those defined belowy, th&/henZCMPTYPE = *PLI0_1’ the IRAF PLIO algorithnshall be
mustalso be registered with the IAUFWG to reserve the assotised for data (de)compression. There are no algorithm garam
ated keyword names. ters, so the keywordBNAMENn and ZVALn should notappear in
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the header. The PLIO algorithm was developed to store intege. a quadtree coding of the quantized fméents.
valued image masks in a compressed form. The compression al-

gorithm used is based on run-length encoding, with thetgbili

The H-transform is a two-dimensional generalization of the

to dynamically follow level changes in the image, in prireip Haar trans,Iorm. The H-transform is calculated for an image o
allowing a 16-bit encoding to be used regardless of the imagg®€ 2! x 2" as follows.

depth. However, this algorithm has only been implemented in

way that supports image depths of ho more than 12 bits; there

fore "PLIO_1’ mustonly be used for integer image types with
values between 0 and®

The compressed line lists are stored as variable-lengglysrr
of type short integer (16 bits per list element), regardtdsbe
mask depth. A line list consists of a series of simple ingions,
which are executed in sequence to reconstruct a line of tis&.ma
Each 16-bitinstruction consists of the sign bit (not usadhree-
bit opcode, and twelve bits of data, as depicted below.

o o e +
|16]15 13]12 1]
o o e +
| | opcode | data |
e o +

.. Divide the image up into blocks of22 pixels. Call the four
pixel values in a bloclago, a10, @01, anday.

2. For each block compute four d@eients:

ho = (a]_]_ +ajo+ apy + aoo)/(SCALE * O')

hy = (a11 + a10 — @o1 — agg) /(SCALE * o)

hy = (12 — @10 + @01 — @0)/(SCALE * o)

he = (all —ajp— apy + aoo)/(SCALE * O’)

whereSCALE is an algorithm parameter defined below, and
o characterizes the RMS noise in the uncompressed image.

. Construct a ! x 2N-1 image from thehy values for each
2x 2 block. Divide that image up intox22 blocks and repeat
the above calculation. Repeat this prochsimes, reducing
the image in size by a factor of two at each step, until only
onehg value remains.

The significance of the data depends upon the instructidrhis calculation can be easily inverted to recover the nabim-
In order to reconstruct a mask line, the application exegutiage from its transform. The transform is exactly reversitsieg
these instructions isequiredto keep track of two values, theinteger arithmetic. Consequently, the program can be used f
current high value and the current position in the output.lineither lossy or lossless compression, with no special @gbro

The detailed operation of each instruction is given in T&8e

Table 38: PLIO Instructions

needed for the lossless case.

Noise in the original image is still present in the H-tramsfo

however. To compress noisy images, eachfotent can be di-

vided by SCALE = o, whereSCALE ~ 1 is chosen according to

how much loss is acceptable. This reduces the noise in the-tra
form to O5/SCALE, so that large portions of the transform are
¢ zero (or nearly zero) and the transform is highly compréssib

There is one user-defined parameter associated with the H-

Zero the nextN — 1 output pixels, and set Compress algorithm: a scale factor to the RMS noise in the
image that determines the amount of compression that can be
Set the high value (absolute rather than inachieved. It is not necessary to know what scale factor wed us

cremental), taking the high 15 bits from thewhen compressing the image in order to decompress it, but it
next word in the instruction stream, and thejs still useful to record it. The keywords in Talile] 3Bouldbe

Instr. Opcode Meaning

AN 00’ Zero the nextN output pixels.

"HN’ 04’ Set the nextN output pixels to the curren
high value.

"PN’ 05’
Pixel N to the current high value.

"SH’ 05’
low 12 bits from the current data value.

"IH,DH’ ’02,03° Increment (IH’) or decrement’(DH’) the
current high value by the data value. The
current position is notféected.

"IS,DS’  ’06,07° Increment (IS’) or decrement’(DS’) the

current high value by the data value, and
step, i.e., output one high value.

The high valuemustbe set to 1 at the beginning of a line,
hence the’ TH,DH’ and’IS,DS’ instructions are not normally
needed for Boolean masks.

10.4.4. H-Compress algorithm
WhenZCMPTYPE = 'HCOMPRESS_1’ the H-compress algorithm

recorded in the header for this purpose.

Table 39: Keyword parameters for H-compression

Values
Keyword Permitted Default Meaning
ZNAME1 ’SCALE’ ’-’  Scale factor
ZVAL1  0.0orlarger 0.8 Scaling of the RMS noise; 0.0

yields lossless compression

Scale Factor- The floating-point scale parameter (whose value

is stored in Keyword@VAL1) determines the amount of com-
pression; higher values result in higher compression, but

shallbe used for data (de)compression. The algorithm was de- With greater loss of informatiorSCALE = 0.0 is a special

scribed by White! (1992), and can be applied only to imagés wit
two dimensions. Briefly, the compression method is to apply,
order:

case that yields lossless compression, i.e. the deconepress
image has exactly the same pixel values as the original im-
age.SCALE > 0.0 leads to lossy compression, Wh&@&LE
determines how much of the noise is discarded.

1. a wavelet transform called the H-transform (a Haar trans-

form generalized to two dimensions), followed by

2. a quantization that discards noise in the image whilérreta
ing the signal on all scales, and finally
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Appendix A: Syntax of keyword records

This appendix is not part of the FITS Standard but is included

for convenient reference.

= means ‘is defined to be’
XY

means one oK or Y
(no ordering relation is implied)
X] means thaiX is optional
X... meansX is repeated one or more times
‘B’ means the ASCII character B
‘A7’ means one of the ASCII characters A
through Z in the ASCII collating
sequence, as shown in Appendik D
\Oxnn means the ASCII character associated

with the hexadecimal code nn
expresses a constraint or a comment
(it immediately follows the syntax rule)

(..}

The following statements define the formal syntax used in

FITS free-format keyword recordsas well as for long-string
keywords spanning more than one keyword record)

FITS_keyword =
singlerecordkeyword|
long_string keyword

singlerecordkeyword =
FITS_keywordrecord

FITS_keywordrecord =
FITS_commentarykeyword.record|
FITS value keywordrecord

FITS commentarykeywordrecord =
COMMENT keyword [asciitext char...]|
HISTORY_keyword [asciitext char...]|
BLANKFIELD _keyword [asciitext char...]|
keywordfield anychabut equal
[asciitextchar...]|
keywordfield ‘=" anycharbut space
[asciLtextchar...]
{Constraint: The total ~number of characters in
FITS.commentarykeywordrecord mustbe exactly equal
to 80}

FITS valuekeywordrecord =
keywordfield valueindicator [space...] [value]
[space...] [comment]
{Constraint: The total number of characters
FITS valuekeywordrecordmustbe exactly equal to 8p.
{Comment: If the value field is not present, the value ofRHES
keyword is not definegl.

in

long_string keyword =
initial_kwd_record [continuatiorkwd_record...]
last.continuationrecord
{Comment: the value of a lonstringkeyword is recon-
structed by concatenating the partsitingvalues of the
initial_kwd_record and of any continuatidawd_records in
the order they occur, and the charactaingvalue of the
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last.continuationrecord}

initial_kwd_record =
keywordfield valueindicator [space...]
[partiaLstring value] [space...] [comment]
{Constraint: The total number of characters
tial_kwd_recordmustbe exactly equal to 8.

in an ini-

continuationkwd_record =
CONTINUE_keyword [space...]
[partialstring value] [space...] [comment]
{Constraint: The total number of characters in a continua-
tion_kwd_recordmustbe exactly equal to 8.

last.continuationrecord =
CONTINUE_keyword [space...]
[characterstring value] [space...] [comment]
{Constraint: The total number of characters
last.continuationrecordmustbe exactly equal to 8p.

in a

keywordfield :=

[keyword.char...] [space...]
{Constraint: The total number of characters in the keywfaidi
mustbe exactly equal to 8.

keywordchar =
A=Z" |'0='9 ||

COMMENT _keyword =
‘C 'O *M ‘M’ 'E’ ‘N’ ‘T’ space

HISTORY _keyword =
‘H IS “T"*O’ 'R’ 'Y space

BLANKFIELD _keyword =
space space space space space space space space

CONTINUE_keyword =
LCI lol LN’ lTl L|7 IN7 LUY LE’

valueindicator =
‘="space
a
space=

]

comment =
'/’ [ascii_text.char...]

asciitextchar =
space—"’

anycharbut equal =
space—<’ | ‘>'-"""

anycharbut space=

value =
charactesstring value| logical value|
integervalue| floating value|
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complexintegervalue| complexfloating value exponent=
exponentetter [sign] digit [digit...]
characterstring value =

beginquote [stringtext char...] endquote exponentetter =
{Constraint: The begiquote and endjuote are not part of the ‘E' |'D’
character-string value but only serve as delimiters. Legdi
spaces are significant; trailing spaces arejnot. complexintegervalue =
‘(" [space...] realintegerpart [space...] *, [space...]
partialstring.value = imaginaryintegetpart [space...] ‘)’

beginquote [stringtext.char...] ampersand ergliote _
{Constraint: The begiquote, endjuote, and ampersand are not reaLmtegetpart =
part of the character-string value but only serve respelgtiais integervalue

delimiters or continuation indicatoy. _ ;
imaginaryintegerpart =

beginquote = integervalue
quote .
complexfloatingvalue =
endquote = ‘( [space...] realfloating part [space...] ', [space...]
quote imaginaryfloating part [space...] )’
{Constraint: The ending quotmust notbe immediately fol- ) _
lowed by a second quote. realfloating part =
floating value
quote = . . .
\0x27 imaginaryfloating part =
floating.value
ampersand=
‘&

] Appendix B: Suggested time-scale specification
string text.char = . .
asciitext char The content of this appendix has been superseded by $ect. 9 of
{Constraint: A stringext.char is identical to an asciextchar the formal Standard, which derives from Rots etlal. (2015).
except for the quote char; a quote char is represented by two
successive quote chays.

logicalvalue =
T E

integervalue =
[sign] digit [digit...]
{Comment: Such an integer value is interpreted as a signed
decimal number. Imaycontain leading zeros.

sign =
Ly

digit :=
IO!_EgI

floating value =
decimalnumber [exponent]
decimalnumber =
[sign] [integecrpart] [, [fraction_part]]
{Constraint: At least one of the integpart and fractiorpart
mustbe present.

integerpart =
digit | [digit...]

fractionpart =
digit | [digit...]
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Appendix C: Summary of keywords

This appendix is not part of the FITS Standard, but is inctliie convenient reference.

All of the mandatory and reserved keywords that are defingdarStandard, except for the reserved WCS keywords that are
discussed separately in Sé€dt. 8, are listed in Tabld$ G2 a68d C.B. An alphabetical list of these keywords and thefindtions is
available onlinehttp://heasarc.gsfc.nasa.gov/docs/fcg/standard_dict.html.

Table C.1: MandatoriI TS keywords for the structures described in this document.

Primary  Conforming Image ASClIlI-table Binary-table Comgzmed Compressed Random-groups
HDU extension extension extension extension images  table$ records
SIMPLE  XTENSION XTENSION?! XTENSION? XTENSION® ZIMAGE =T ZTABLE =T SIMPLE
BITPIX  BITPIX BITPIX BITPIX =8 BITPIX = 8 ZBITPIX ZNAXIS1 BITPIX
NAXIS NAXIS NAXIS NAXIS =2 ©NAXIS =2 ZNAXIS ZNAXIS2 NAXIS
NAXISn* NAXISn* NAXISN* NAXIS1 NAXIS1 ZNAXISn ZPCOUNT NAXIS1 =0
END PCOUNT PCOUNT = @ NAXIS2 NAXIS2 ZCMPTYPE ZFORMN NAXISN*
GCOUNT GCOUNT =1 PCOUNT =0 PCOUNT ZCTYPN GROUPS =T
END END GCOUNT =1 GCOUNT =1 ZTILELEN PCOUNT
TFIELDS TFIELDS GCOUNT
TFORMN® TFORMN® END
TBCOLN® END
END

(XTENSION=,'IMAGE_._.' for the image extensiof®XTENSION=,,'TABLE....' for the ASCIl-table extensio®XTENSION=, 'BINTABLE' for
the binary-table extensiolf!Runs from 1 through the value 8AXIS. ®Runs from 1 through the value GFIELDS. ®Required in addition to the
mandatory keywords for binary tables.

Table C.2: Reservedl TS keywords for the structures described in this document.

Allt Array?  ASCll-table Binary-table Compressed Compressed Randompg
HDUs HDUs extension extension images tables records
DATE EXTNAME  BSCALE  TSCALn TSCALN ZTILEn FZTILELN PTYPEN
DATE-0BS  EXTVER BZERO TZERON TZERON ZNAME| FZALGOR PSCALN
ORIGIN EXTLEVEL BUNIT TNULLN TNULLN ZVALI FZALGN PZERON
AUTHOR EQUINOX  BLANK TTYPEN TTYPEN ZMASKCMP
REFERENC  EPOCH® DATAMAX TUNITn TUNITN ZQUANTIZ
COMMENT BLOCKED® DATAMIN TDISPn TDISPN ZDITHER®
HISTORY EXTEND* TDMAXN TDIMN ZSIMPLE ZTHEAP
v, TELESCOP TDMINN THEAP ZEXTEND
OBJECT INSTRUME TLMAXN TDMAXN ZBLOCKED
OBSERVER TLMINN TDMINN ZTENSION
CONTINUE TLMAXN ZPCOUNT
INHERIT ° TLMINN ZGCOUNT
CHECKSUM ZHECKSUM ZHECKSUM
DATASUM ZDATASUM ZDATASUM

(MThese keywords are further categorized in Table &Brimary HDU, IMAGE extension, user-defined HDUs with same array structure.
©®Deprecated®Only permitted in the primary HDUYOnly permitted in extension HDUs, immediately followingettnandatory keywords.
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Table C.3: General reserv&dTSkeywords described in this document.

Production Bibliographic Commentary Observation

DATE AUTHOR COMMENT DATE-OBS

ORIGIN REFERENC HISTORY TELESCOP

BLOCKED? P INSTRUME
OBSERVER
OBJECT
EQUINOX
EPOCH?

MODeprecated.
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Table D.1: ASCII character set.

ASCII control ASCII text
dec hex char| dec hex char dec hex char dec hex char
0 00 NUL| 32 20 SP |64 40 @ 9% 60
1 01 SOH| 3 21 ! 65 41 A 97 61 a
2 02 STX |34 22 " 66 42 B 98 62 b
3 03 ETX |3 23 # 67 43 C 9 63 ¢
4 04 EOT | 36 24 68 44 D 100 64 d
5 05 ENQ 37 25 % 69 45 E 101 65 e
6 06 ACK | 38 26 & 70 46 F 102 66 f
7 07 BEL || 39 27 ' 71 47 G 103 67 g
8 08 BS 40 28 ( 72. 48 H 104 68 h
9 09 HT 41 29 ) 73 49 | 105 69 i
10 OA LF 42 2A % 74 4A ] 106 6A ]
11 0B VT 43 2B+ 75 4B K 107 6B k
12 0C FF 44  2C 7% 4C L 108 6C |
13 0D CR 45 2D - 77 4D M 109 6D m
14 OE SO 46 2E . 78 4E N 110 6E n
15 OF s 47  2F / 799 4F O 111 6F o
16 10 DLE| 48 30 O 80 50 P 112 70 p
17 11 DC1| 49 31 1 81 51 Q 113 71 ¢
18 12 DC2| 50 32 2 82 52 R 114 72 v
19 18 DC3| 51 33 3 83 53 S 115 73 s
20 14 DC4 | 52 34 4 84 54 T 116 74
21 15 NAK (|53 3 5 8 55 U 117 75 u
22 16 SYN| 54 36 6 86 56 V 118 76 v
23 17 ETB || 5 37 7 87 57 W 119 77w
24 18 CAN| 5 38 8 88 58 X 120 78 «x
25 19 EM 57 39 9 89 59 Y 121 79y
26 1A SUB || 58 3A : 90 5A Z 122 7A  z
27 1B ESC | 59 3B ; 91 5B [ 123 7B {
28 1C FS 60 3C < 92 5C \ 124 7C |
29 1D GS 61 3D = 93 5D ] 125 7D }
30 1E RS 62 3E > 94 5E ° 126 7E -~
31 1F US 63 3F 7 95 5F _ 127 7F DEL

1 Not ASCII Text

Appendix D: ASCII text

This appendix is not part of the FITS Standatite material in it is based on the ANSI standard for ASCII @IN1977) and is
included here for informational purposes.)

In Table[D.1, the first column is the decimal and the secondronlthe hexadecimal value for the character in the thirdrmalu
The characters hexadecimal 20 to 7E (decimal 32 to 126) itatesthe subset referred to in this document as the restriset of
ASCII-text characters.

Appendix E: IEEE floating-point formats

The material in this appendix is not part of this Standatis adapted from the IEEE-754 floating-point standardsfE1985) and
provided for informational purposes. It is not intended ¢csbcomprehensive description of the IEEE formats; readhensld refer
to the IEEE standard.)

FITSrecognizes all IEEE basic formats, including the specibles

E.1. Basic formats

Numbers in the single and double formats are composed obtlweving three fields:

1. a one-bit sigrs,
2. a biased exponebt= E + bias and
3. afractionf = ebiby---bp_1.

The range of the unbiased exponé&nshallinclude every integer between two valugsi, andEnay inclusive, and also two other
reserved valueEnmi, — 1 to encode:0 and denormalized numbers, abgaxt+1 to encode:co and NaNs. The foregoing parameters
are given in Table'El1. Each nonzero numerical value haspestencoding. The fields are interpreted as follows.
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Table E.1: Summary of format parameters.

Format
Parameter Single Double
Single extended Double extended

p 24 >32 53 > 64
Emax +127 >+1023 +1023 > +16383
Emin -126 <-1022 -1022 <-16382
Exponentbias +127 unspecified +1023 unspecified
Exponent width in bits 8 >11 11 >15
Format width in bits 32 > 43 64 >79

Fig. E.1: Single Formatuisb meananost-significant bjtl sb meandeast-significant bit

1 8 23 ....widths

S e f

msb Isb  msb Isb ....order

Fig. E.2: Double Formatmsb meangnost-significant bjtl sb meandeast-significant bit

1 11 52 ....widths
s e f
msb Isb  msb Isb ....order
E.1.1. Single

A 32-bit single-format numbeX is divided as shown in Fi§. B.1. The valuef X is inferred from its constituent fields.

1. If e= 255 andf # 0, thenvis NaN regardless df.

2. If e= 255 andf = 0, thenv = (—1)5c0.

3. If 0 < e < 255, therv = (-1)52°1%7(1 e f).

4. Ife=0andf # 0, thenv = (-1)52°128(0 e f) (denormalized numbers).
5. Ife= 0 andf = 0, thenv = (-1)°0 (zero).

E.1.2. Double

A 64-bit double-format numbeX is divided as shown in Fig. B.2. The valuef X is inferred from its constituent fields.

If e= 2047 andf # 0O, thenvis NaN regardless of.

If e= 2047 andf = 0, thenv = (—1)%.

If 0 < e < 2047, therv = (-1)52°19%Y1 o f).

If e= 0 andf # 0, thenv = (—1)2°-0?40 e f) (denormalized numbers).
If e= 0 andf = 0, thenv = (-1)°0 (zero).

agrwdOE

E.2. Byte patterns

TabldE.2 shows the types of IEEE floating-point value, wletagular or special, corresponding to all double- andisipgecision
hexadecimal byte patterns.
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1 Certain valuesnaybe designated agiietNaN (no diagnostic when used) signaling(produces diagnostic when used) by particular implemen-

tations.

58

Table E.2: IEEE floating-point formats.

IEEE value Double precision Single precision
+0 0000000000000000 00000000
denormalized 0000000000000001 00000001
to to
OOO0FFFFFFFFFFFFF 007FFFFF
positive underflow  0010000000000000 00800000
positive numbers  0010000000000001 00800001
to to
7FEFFFFFFFFFFFFE 7F7FFFFE
positive overflow  7FEFFFFFFFFFFFFF 7F7FFFFF
+00 7FFO000000000000 7F800000
NaN! 7FFO000000000001 7F800001
to to
7FFFFFFFFFFFFFFF 7FFFFFFF
-0 8000000000000000 80000000
negative 8000000000000001 80000001
denormalized to to
800FFFFFFFFFFFFF 807FFFFF
negative underflow 8010000000000000 80800000
negative numbers 8010000000000001 80800001
to to
FFEFFFFFFFFFFFFE FF7FFFFE
negative overflow FFEFFFFFFFFFFFFF FF7FFFFF
—00 FFFOO00000000000 FF800000
NaN! FFFO000000000001 FF800001
to to
FFFFFFFFFFFFFFFF FFFFFFFF
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Appendix F: Reserved extension type names F.3. Other suggested extension names

This appendix is not part of the FITS Standard, but is irFhere have been occasional suggestions for other extension
cluded for informational purposest describes the extensionnames that might be used for other specific purposes. These in
type names registered as of the date this Standard was isguedlude aCOMPRESS extension for storing compressed images, a
current list is available from thEITS Support Qfice website at FITS extension for hierarchically embedding entkérTS files
http://fits.gsfc.nasa.gov. within other FITS files, and aFILEMARK extension for rep-
resenting the equivalent of an end-of-file mark on magnetic-
tape media. None of these extension types have been imple-
mented or used in practice, therefore these names are not re-

These three extension types have been approved by $#&v€d- These extension names (or any other extension r@me n
IAUFWG and are defined in Se@. 7 of this Standard documetitecifically mentioned in the previous sections of this apipg

as well as in the indicateistronomy and Astrophysigsurnal S ould noibe used in anFITSfiIe without first registering the
articles. name with the IJAUFITS Working Group.

F.1. Standard extensions

— '"IMAGE._._.'— This extension type provides a means of stor: .
ing a multi-dimensional array similar to that of tR€T'S pri- Appendix G: MIME types

mary header and data unit. Approved as a standard extensfeyis appendix is not part of the FITS Standard, but is inctude
in 1994 (Po'nz etal._1994). _ ~ for informational purposes
— 'TABLE...' — This ASCIl-table extension type contains REc 4047|(Allen & Wells[ 2005) describes the registration

rows and columns of data entries expres.sed as ASCII char Ethe Multipurpose Internet Mail Extensions (MIME) sulpas
ters. Approved as a standard extension in 1988 (Harten et‘%bplication/ﬁts’ and ‘image/fits’ to be used by the in-

1988). L _ i ternational astronomical community for the interchangEIa1S

— 'BINTABLE' —This binary-table extension type provides §jes The MIME type serves as a electronic tag or label that is
more-flexible and gicient means of storing data structuregansmitted along with theITS file that tells the receiving ap-
than is provided by th@ABLE extension type. The table yjication what type of file is being transmitted. The remainaf

rows can contain a mixture of numerical, logical, and chajiis appendix has been extracted verbatim from the RFC 4047
acter data entries. In addition, each entry is allowed to Bgc,yment.

a single-dimensioned array. Numeric data are kept in bi-
nary formats. Approved as a standard extension in 19%
(Cotton et al.| 1995).

The general nature of the fuRITS Standard requires the
e of the media typeapplication/fits’. Nevertheless, the
principal intent for a great mankylTSfiles is to convey a sin-
gle data array in the primary HDU, and such arrays are very

F.2. Conforming extensions often two-dimensional images. Several common image view-

ing applications already display single-HORUT Sfiles, and the
These conventions meet the requirements for a conforming @xototypes for virtual-observatory projects specify ttiata pro-
tension as defined in in Sect. 3}4.1 of this Standard, hovikegr vided by web services be conveyed by the data array in the pri-
have not been formally approved or endorsed by the IAUFWGnary HDU. These uses justify the registration of a second me-

dia type, namelyimage/fits’, for files that use the subset of

— 'IUEIMAGE' — This name was given to the prototype othe Standard described by the origiﬁaTSStandar_d paper. '_rhe
the IMAGE extension type and was primarily used in thMIME type ‘image/fits’ maybe used to describEITS pri-
IUE project data archive from approximately 1992 to 1994nary HDUs that have other than two dimensions, however it is
Except for the name, the format is identical to tH&AGE eXpeCted that most files described Eilma‘ge/fits’ will have
extension. two-dimensional¥AXIS = 2) primary HDUSs.

— '"A3DTABLE' — This name was given to the prototype of
the BINTABLE extension type and was primarily used irb
the AIPS data processing system developed at NRAO froni
about 1987 until it was replaced IBINTABLE in the early A FITS file described with the media type
1990s. The format is defined in the ‘Going AIPS’ manuahkpplication/fits’ shouldconform to the published
(Cotton et al. | 1990), Chapter 14. It is very similar to thetandards forFITS files as determined by convention and
BINTABLE type except that it does not support the variablexgreement within the internationBITS community. No other
length-array convention. constraints are placed on the content of a file described as

— '"FOREIGN.' — This extension type is used to putFdTS ‘application/fits'.
wrapper about an arbitrary file, allowing a file or tree of files A FITS file described with the media type
to be wrapped up ifrITS and later restored to disk. A full ‘application/fits’ mayhave an arbitrary number of
description of this extension type is given in the Regisfry @onforming extension HDUs that follow its mandatory prignar
FITSconventions on th&ITS Support Glice website. header and data unit. The extension HDitdaybe one of the

— 'DUMP_..." — This extension type can be used to store gandard typesI{{AGE, TABLE, and BINTABLE) or any other
stream of binary data values. The only known use of this eype that satisfies the ‘Requirements for conforming exeerss
tension type is to record telemetry header packets for dq&ect. [3:211). The primary HDU or angMAGE extension

from the Hinode mission. The more-genef8REIGN exten- maycontain zero to 999 dimensions with zero-or-more pixels
sion type could also be used to store this type of data.  along each dimension.

1. MIME type ‘application/fits’
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The primary HDUmayuse the random-groups conventionpon-standard metadata pertaining to the image in the pyimar
in which the dimension of the first axis is zero and the keywordiDU in the forms of keywords and tables.

GROUPS. PCOUNT andGCOUNT appear in the head@tAXIS1 = 0 A FITS file described with the media typdmage/fits’
andGROUPS = T is the signature of random groups; see Séct. &houldbe principally intended to communicate the single data
array in the primary HDU. This means thatmage/fits’
should notbe applied toFITS files containing multi-exposure-
frame mosaic images. Also, random-groups fiegstbe de-
An application intended to handleapplication/fits’ Scribed asdpplication/fits’and notasimage/fits’.
shouldbe able to provide a user with a manifest of all of the A FITS file described with the media typdrage/fits’
HDUs that are present in the file and with all of the keyis also valid as a file of media typepplication/fits’. The
word/value pairs from each of the HDUs. choice of classification depends on the context and intended

An application intended to handlegplication/fits’ age.
shouldbe prepared to encounter extension HDUs that contain
either ASCII or binary tables, and to provide a user with asce
to their elements.

An application that can modiff#ITS files or retrieveFITS  An application that is intended to handleimage/fits’
files from an external servicghouldbe capable of writing such shouldbe able to provide a user with a manifest of all of the
files to a local storage medium. HDUs that are present in the file and with all of the key-

Complete interpretation of the meaning and intended usewérd/value pairs from each of the HDUs. An application writer
the data in each of the HDUs typically requires the use ofiseurmaychoose to ignore HDUs beyond the primary HDU, but even
tics that attempt to ascertain which local conventions wsesl in this case the applicatioshouldbe able to present the user

G.1.1. Recommendations for application writers

G.2.1. Recommendations for application writers

by the author of th&ITSfile. with the keyworgvalue pairs from the primary HDU.
As examples, files with media typepplication/fits’ Note that an application intended to rendiéndge/fits’
might contain any of the following contents. for viewing by a user has significantly more responsibility

than an application intended to handle, e.bimage/tiff’

— An empty primary HDU (containing zero data elements) foler * image/gif’. FITS data arrays contain elements that typi-
lowed by a table HDU that contains a catalog of celestiahlly represent the values of a physical quantity at some-coo
objects. dinate location. Consequently they need not contain angl pix

— An empty primary HDU followed by &ABLE HDU that en- rendering information in the form of transfer functions,dan
codes a series of time-tagged photon events from an expioere is no mechanism for color look-up tables. An applosati
sure using an X-ray detector. shouldprovide this functionality, either statically using a mere

— An empty primary HDU followed by a series diMAGE or less-sophisticated algorithm, or interactively allog/ia user
HDUs containing data from an exposure taken by a mosaiarious degrees of choice.
of CCD detectors. Furthermore, the elements inFATS data arraymaybe in-

— An empty primary HDU followed by a series afABLE tegers or floating-point numbers. The dynamic range of the
HDUs that contain a snapshot of the state of a relationghta-array values may exceed that of the display medium and

database. o S _ the eye, and their distribution may be highly non-uniform.
— A primary HDU containing a single image along with key{ ogarithmic, square-root, and quadratic transfer fumatialong
word/value pairs of metadata. with histogram-equalization techniques have proved lilpf

— A primary HDU with NAXIS1 = @ andGROUPS =T followed for rendering FITS data arrays. Some elements of the ar-
by random-groups data records of complex fringe visibilray may have values that indicate that their data are unde-
ties. fined or invalid; theseshouldbe rendered distinctly. Via WCS

Paper | |(Greisen & Calabretta  2002) the Standard permits

CTYPEn = ’COMPLEX’ to assert that a data array contains com-

plex numbers (future revisions might admit other elemenths

A FITS file described with the media typeimage/fits’ @s quaternions or general tensors).

shouldhave a primary HDU with positive integer values for Three-dimensional data arraySAKIS = 3 with NAXISI1,

the NAXIS andNAXISn keywords, and hencghouldcontain at NAXIS2, and NAXIS3 all greater than 1) are of special inter-

least one pixel. Files with four or more non-degenerate axest. Applications intended to handlanage/fits’ maydefault

(NAXISn> 1) shouldbe described aspplication/fits’, not to displaying the first two-dimensional plane of such an imag

as ‘image/fits’. (In rare cases it may be appropriate to decube, or theynaydefault to presenting such an image in a fash-

scribe a NULL image — a dataless containerf6FSkeywords, ion akin to that used for an animated GIF, or thegypresent
with NAXIS = 0 or NAXISh = @ — or an image with four or more the data cube as a mosaic of ‘thumbnail’ images. The timselap
non-degenerate axes dmage/fits’ but this usage is discour- movie-looping display technique can bfeetive in many in-
aged because such files may confuse simple image-viewer apgihnces, and application writeshouldconsider dering it for
cations.) all three-dimensional arrays.

FITS files declared asimage/fits’ mayalso have one An ‘image/fits’ primary HDU with NAXIS = 1 is describ-

or more conforming extension HDUs following their primarying a one-dimensional entity such as a spectrum or a timesseri

HDUs. These extension HDWsaycontain standard, non-linear,Applications intended to handleérage/fits’ maydefault to

world-coordinate system (WCS) information in the form of tadisplaying such an image as a graphical plot rather than as a

bles or images. The extension HDWsayalso contain other, two-dimensional picture with a single row.

G.2. MIME type ‘image/fits’
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An application that cannot handle an image with dimension-

ality other than twoshouldgracefully indicate its limitations to
its users when it encounte¥aXIS = 1 or NAXIS = 3 cases, while

still providing access to the keywagkdlue pairs. 5.

FITS files with degenerate axes (i.e., one or more
NAXISn = 1) maybe described asimage/fits’, but the
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conformance with the rules for Fortran list-directed input
namely, with the real and imaginary parts separated by a
comma and enclosed in parentheses.

Sect. 4.4.1.1 and Sect. 4.4.1.2: The paper that defines gen
eralized extensions (Grosbgl et al. 1988) does not prohibit
the appearance of tfsdMPLE keyword in extensions nor the

first axesshouldbe non-degenerate (i.e., the degenerate axes XTENSION keyword in the primary header.
shouldbe the highest dimensions). An algorithm designed to

render only two-dimensional images will be capable of digpl . o .
ing such arNAXTS = 3 or NAXIS = 4 FITS array that has one H.2. List of modification to the FITS Standard, Version 3.0

or two of the axes consisting of a single pixel, and an applicafter the IAUFWG dficially approved Version 3.0 of thEITS
tion writer shouldconsider coding this capability into the appli-standard in 2008, the following additional correctionsyifica-

cation. Writers of new applications that gener&it€Sfiles in-  tions, or format modifications have been made to the document
tended to be described alnage/fits’ shouldconsider using

the WCSAXES keyword (Greisen et all_2006) to declare the di 1,0 typographical errors in TalIgl21 (previously Table)8.
mensionality of such degenerate axes, SONRALS canbe used — \yere corrected. The last two lines of the third column should
to convey the number of non-degenerate axes. read LONPOLEA (= PVi_3a)’ and ‘LATPOLEa (= PVi_4a)),
instead ofPVi_la andPVi_2a, respectively. (October 2008)
The ETpXtext source document was reformatted to conform

o ) ) to the Astronomy & Astrophysics journal page style (June
The FITS Standard originated in the era when files were stored 2010). The visible changes include the following.

and exchanged via magnetic tape; it does not prescribe any
nomenclature for files on disk. Various sites within thE'S
community have long-established practices where files @re p
sumed to bé-ITS by context. File extensions used at such sites
commonly indicate content of the file instead of the data drm

In the absence of other information it is reasonably safe to
presume that a file name ending infits’ is intended to be
a FITS file. Nevertheless, there are other commonly used ex-
tensions; e.g.,.'fit’, * . fts’, and many others not suitable for
listing in a media type registration.

G.3. File extensions 2.

— The tables, figures, equations, and footnotes are num-
bered sequentially throughout the entire the document,
instead of sequentially within each chapter.

— The citations use the standard ‘Author (year)’ format in-
stead of being referenced by a sequential number. Also,
the ‘Bibliography’ section at the end of the document has
been replaced by a ‘References’ section in which the ci-
tations are listed alphabetically by author.

3. The following minor corrections or clarifications wereaea
during the refereeing process after submitting Version 3.0
of the FITS Standard for publication in the Astronomy &
Astrophysics journal (July 2010).

— A sentence was added to the end of SEcfl 1.2: ‘This
website also contains the contact information for the
Chairman of the IAUFWG, to whom any questions or
comments regarding this Standard should be addressed.’

— A‘Section’ column was added to Talflk 1 to reference the
relevant section of the document.

— The wording of the second sentence in Seci. #.1.1 was

revised from ‘Except where specifically stated otherwise

in this standard, keywords may appear in any order.’ to

‘Keywords may appear in any order except where specif-

ically stated otherwise in this Standard.’

A sentence was added to the end of the ‘Keyword name’

subsection in Sedi. 4.1.2: ‘Note that keyword names that

begin with (or consist solely of) any combination of hy-
phens, underscores, and digits are legal.’

Appendix H: Past changes or clarifications to the
formal definition of FITS

This appendix is not part of the FITS Standard, but is inctide
for informational purposes

H.1. Differences between the requirements in this Standard
and the requirements in the original FITS papers.

1. Sect[4.1]2: The origin®ITS definition paper.(Wells et al.
1981) disallows lower-case letters in the keyword name, but
does not specify what other characters may or may not ap-
pear in the name. -
2. Sect[41]2: The slash between the value and comment is
‘recommended’ in the original paper_(Wells et al. 1981)
whereas the Standard requires that it be present, which is

consistent with the prescription of Fortran list-direcieglut. -

3. Sect[4.R: The original paper (Wells et al. 1981) speedlat
thatFITSwould eventually support the full range of flexibil-
ity that is allowed by Fortran list-directed input, incladidi-

mensioned parameters. The Standard restricts the valde fiel

to a single value, not an array.

4. Sect[4.2)5 and Se€t_4.R.6: The original paper (Wells et a
1981) defined a fixed format for complex keyword values,
with the real part right justified in Bytes 11 through 30 and
the imaginary part right justified in Bytes 31 through 50.
There are no knowRITSfiles that use this fixed format.

A footnote to the description of thREFERENC key-

word in Sect[4.4]2 was added: ‘This bibliographic con-

vention (Schmitz 1995) was initially developed for use
within NED (NASA/IPAC Extragalactic Database) and

SIMBAD (operated at CDS, Strasbourg, France).’

— In Sect[Z.3 4, the phrasgFORMN format code’ was cor-
rected to readTDISPnformat code’ (in four places).

— The wording in the ‘Expressed as’ column in Tdblé 26 for
the ‘LOG’, ‘GRI’, ‘GRA, and ‘TAB’ spectral algorithm
codes was clarified.

— In Table[C.2 theEXTNAME, EXTVER, andEXTLEVEL key-

words were moved under the ‘All HDUs’ column be-
cause they are now allowed in the primary array header.

The Standard does not define a fixed format for complex
keyword values. Instead, complex values are represented in
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H.3. List of modifications to the latest FITS Standard

1.

62

— The last paragraph of Sect. 4.1.2.3 was corrected to state — the omission of some additional implementation guide-
that the ASCII-text characters have hexadecimal values lines, and
20 through 7E, not 41 through 7E. — the omission of a discussion on alternate algorithms and
relevant additional references.

6. The table keywords described in Sécf. 4.2.2[and]7.3.2 were
originally introduced as &ITS convention during 1993,

i i ) ) and registered in 2006. The text of the original convention

The representation of time coordinates has been incorpo- g reported ahttp://fits.gsfc.nasa.gov/registry/

rated by reference from Rots i &l. (2015) and is summa- o1minmax.html. The diferences with this Standard are as
rized in Sect[B. Cross-references have been inserted4n pre fo|lows.

existing sections of the Standard (namely in Sdcis. 4.2.7,
43,[442.1[4.4]2.2 ad 5.4, as well as in various places of
Sect[B, such as SeCi. B.3 and Sect. 8.4.1). New keywords are
listed in a rearranged Talle]l22. Contextually an erratum was
applied in Secf_8.411: keywor@8SGEO- [XYZ] were incor-
rectly marked a®BSGEO- [XYZ]a; the TAI-UTC difference

in Table[30 was updated with respect to Rots et al. (2015)
taking into account the latest leap second; the possilaifity
introducing more sources for the Solar System ephemerides
was re-worded (at the end of SEct.912.5 and in Takle 31).

— The exclusion of undefined or IEEE special values when
computing maximum and minimum is nomandatory
while it wasoptional

— The original text included the possibility of using the fact
TDMINNn were greater thamDMAXn (or TLMINn greater
thanTLMAXn) as an indication the values were undefined.
This clause has been removed

— The original text contained usage examples and addi-
tional minor explanatory details.

. The continued string keywords described in Sect. #.2.12 The Green Bank convention, mentioned in Sect. 8.2 and de-

scribed in AppendixXl, has been in use since 1989, and
was registered in 2010. The text of the registered conventio
is reported ahttp://fits.gsfc.nasa.gov/registry/
greenbank/greenbank.pdf and contains some additional
details about the history of the convention.

8. The conventions for compressed data described in[Séct. 10
were originally introduced as a couple &iTS conven-
tions registered in 2007 and 2013. The text of the origi-
nal conventions is reported Attp://fits.gsfc.nasa.
gov/registry/tilecompression.html for compressed

were originally introduced as &ITS convention during
1994, and registered in 2007. The text of the original
convention is reported &ttp://fits.gsfc.nasa.gov/
registry/continue_keyword.html. The diferences
with this Standard concern the following.

— In the convention, the.ONGSTRN keyword was used
to signal the possible presence of long strings in the
HDU. The use of this keyword is no longerquiredor
recommended

— Usage of the convention wawt recommendetbr re-
served or mandatory keywords. Now itagplicitly for-
bidden unless keywords are explicitly declared long-

images and d&ittp://fits.gsfc.nasa.gov/registry/
tiletablecompression.html for compressed binary ta-
bles. The diferences with this Standard are listed below.

. The blank header space convention described in[Sed.4.4. —

. The INHERIT keyword described in Secf_4#.26 was —

string.

— To avoid ambiguities in the application of the previous
clause, the declaration of string keywords in Selcls. 8,
and 1D has been reset from the generic ‘character’ to
‘string’.

— Itis also explicitly clarified there is no limit to the num-
ber of continuation records.

— The description of continued comment field is new.

— In Sect[I0.3]3 the original text f&ZALGn mentioned
the possibility that, ‘If the column cannot be compressed
with the requested algorithm (e.qg., if it has an inappropri-
ate data type), then a default compression algorithm will
be used instead.’ But there is no default algorithm. This
is irrelevant for the Standard.

— In Sect[10.4 the aliaSRICE_ONE’ is notadopted in the

Standard as a synonym foRICE_1°.

In Sect[10.4]3 a sentence was left out about requiring

additional instructions in PLIO to make it work for more

was used from 1996, and registered in 2014. The text of ! r r ! Oor mol
then 22 bits, since we aren't allowing this possibility in

the original convention is reportedlattp://fits.gsfc.

nasa.gov/registry/headerspace.html. It included a the Standard. ‘ ) ’
recommendatioabout using the convention in a controlled ~ — In Sect[10.4}4 the reference to a ‘smoothing flag’ was
environment, which does not appear in this Standard. dropped.

Also in Sect[10.4]4 thscale factoiis now floating point,
while it was originally integer.

In Table[36 (and Sedi._10.3.5) th§OCOMPRESS’ algo-
rithm is explicitly mentioned.

originally introduced as &ITS convention in 1995, and
registered in 2007. The text of the original convention —
is reported ahttp://fits.gsfc.nasa.gov/registry/
inherit.html. See also references and practical consider-
ations therein. The dierences with the present documeng,
concern a more-precise RFC-2219 compliant wording in a
couple of sentences in Appendix K. 1. Apply systematicallyATeX macros for keyword names and

4. List of modifications for language editing

. The checksum keywords described in Séct. 4.4.2.7 were values, and for RFC 2119 expressions, according to instruc-

originally introduced as &ITS convention during 1994,
and registered in 2007. The text of the original convention
is reported ahttp://fits.gsfc.nasa.gov/registry/ 2.
checksum.html. The diterences with this Standard con-3.
cern:

tions reported in the’xI[pX source preamble (for future edi-
tors of the Standard).

The acronyniITSis always indicated in italics.

Use italics systematically for RFC 2119 obligations agxt r
ommendations.


http://fits.gsfc.nasa.gov/registry/continue_keyword.html
http://fits.gsfc.nasa.gov/registry/continue_keyword.html
http://fits.gsfc.nasa.gov/registry/headerspace.html
http://fits.gsfc.nasa.gov/registry/headerspace.html
http://fits.gsfc.nasa.gov/registry/inherit.html
http://fits.gsfc.nasa.gov/registry/inherit.html
http://fits.gsfc.nasa.gov/registry/checksum.html
http://fits.gsfc.nasa.gov/registry/checksum.html
http://fits.gsfc.nasa.gov/registry/colminmax.html
http://fits.gsfc.nasa.gov/registry/colminmax.html
http://fits.gsfc.nasa.gov/registry/greenbank/greenbank.pdf
http://fits.gsfc.nasa.gov/registry/greenbank/greenbank.pdf
http://fits.gsfc.nasa.gov/registry/tilecompression.html
http://fits.gsfc.nasa.gov/registry/tilecompression.html
http://fits.gsfc.nasa.gov/registry/tiletablecompression.html
http://fits.gsfc.nasa.gov/registry/tiletablecompression.html
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. Apply consistent use of italic and typewriter fonts, and J.1. Recommended CHECKSUM keyword implementation

uotation marks around literal keyword values. Correceoth . )
?ninor BTEX issues. y TherecommendedHECKSUM keyword algorithm described here

. Apply systematic capitalization of the names of speciité-e generates a 16-character ASCII string that forces the B2'si

ties, where appropriate. These include Standard (when ref@®Mplement checksum accumulated over the efiifs HDU

ring to theFITS Standard document), Version (where numi© €aual negative 0 (all 32 bits equal to 1). In addition, gtitng

bered), Byte, Column, Parameter, Field, and Axis. Starisoyy!!l Only contain alphanumeric characters within the ram@e9,

words with a lower-case letter that previously began with%‘z' and a-z to promote human readability and transcription

capital letter. If the present algorithm is used, tIREECKSUM keyword value
. Address other typographical issues, such as the insestio mustbe expressed in fixed format, with the starting single-quote

commas in several places, adding a few non-breaking spac@racter in Column 11 and the ending single-quote characte
and better handling of references to sections, etc. in Column 28 of theFITS keyword record, because the relative

. Several cases of minor rewording. placement of the value string within the keyword recoffiets
. Express small numbers in letter form (one to nine), notin nthe computed HDU checksum. The steps in the algorithm are as

merals (1 to 9), wherever sensible. However, there is the c(i@IOWs-

tomary exception for normalization in sentences and head-

ings that also contain numbers greater than nine. 1. Write the CHECKSUM keyword into the HDU header
. Compound nouns are systematically hyphenated to high- With - an initial value consisting of 16 ASCIl zeros
light the correct grouping (and hence meaning) of the com- (’0000000000000000°) where the first single-quote char-

ponents. This includes the attributive references to ASCII
table, binary-table, and random-groups.

Appendix I: Random-number generator

This appendix is not part of the FITS Standard, but is incldee2

for informational purposes /
The portable random-number generator algorithm below is

from|Park & Miller (1988). This algorithm repeatedly evales

the function

seed= (a* seed modm 3

where the values ad andm are shown below, but it is imple-
mented in a way to avoid integer overflow problems.

int random_generator(void) {

/* initialize an array of random numbers */
int ii; 5.
double a = 16807.0;
double m = 2147483647.0;
double temp, seed; 6.
float rand_value[10000];

/* initialize the random numbers */

acter is in Column 11 of th&ITS keyword record. This
specific initialization string isequired by the encoding al-
gorithm described in Sedi, J.2. The final comment field of
the keyword, if anymustalso be written at this time. It

is recommendethat the current date and time be recorded
in the comment field to document when the checksum was
computed.

Accumulate the 32-bit 1's complement checksum over the
FITS logical records that make up the HDU header in the
same manner as was done for the data records by interpret-
ing each 2880-byte logical record as 720 32-bit unsigned in-
tegers.

Calculate the checksum for the entire HDU by adding (us-
ing 1's complement arithmetic) the checksum accumulated
over the header records to the checksum accumulated over
the data records (i.e., the previously compma™ASUM key-

word value).

. Compute the bit-wise complement of the 32-bit total HDU

checksum value by replacing all O bits with 1 and all 1 bits
with O.

Encode the complement of the HDU checksum into a 16-
character ASCII string using the algorithm described in
Sect[JP

Replace the initialHECKSUM keyword value with this 16-
character encoded string. The checksum for the entire HDU
will now be equal to negative 0.

equal 1043618 065.

Appendix J: CHECKSUM implementation guidelines

seed = 1; . .

for (ii = 0; ii < N_RANDOM; ii++) { J.2. Recommended ASCII encoding algorithm
temp = a * Seed_g_ ) The algorithm described here is used to generate an ASCII
seed = temp -m * ((int) (temp / m) ); string, which, when substituted for the value of tRECKSUM

/* divide by m for value between 0 and 1 */ keyword, will force the checksum for the entire HDU to equal
rand_value[ii] = seed / m; negative 0. It is based on a fundamental property of 1's cempl
¥ ment arithmetic that the sum of an integer and the negation of
that integer (i.e, the bitwise complement formed by repigeill
0 bits with 1s and all 1 bits with 0s) will equal negative 0 (all
bits set to 1). This principle is applied here by construgtn
16-character string, which, when interpreted as a byteustref
four 32-bitintegers, has a sum that is equal to the compléafen
the sum accumulated over the rest of the HDU. This algorithm
also ensures that the 16 bytes that make up the four intetjers a

If implemented correctly, the 10 OtOvalue of seed will

This appendix is not part of the FITS Standard, but is inctlidenave values that correspond to ASCII alpha-numeric charsict

for informational purposes

in the range 0-9, A—Z, and a—z.
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Fig.J.1: Only ASCII alpha-numeric characters are used to e, \Write this string of 16 characters to the value of the

code the checksum — punctuation is excluded CHECKSUM keyword, replacing the initial string of 16 ASCII
Zeros.

0 1u 2% 3% 4% 5% 6% Tx 8x 9 To invert the ASCII encoding, cyclically shift the 16 char-
‘w 1w <« =u >. 2?2« @« A. B. Cu.| actersinthe encoded string one place to the left, subthact t
Du Ews Fwu Ga« Hs 1s Ju Ks L. Mu|| hex30dfsetfrom each character, and calculate the checksum
N. O« Ps Qs Rz Ss T« Us Vs Ws|| byinterpreting the string as four 32-bit unsigned integ&iss
Xs Yo  Zu [» Ve Ju e ‘« aw«| canbeused,forinstance, to read the valueHeICKSUM into the
be c« du es fu gs ha i« j« ka| softwarewhen verifying or updatinga HDU.
[ mes Ne 0« pno qn r=
Figure 1. Only ASCII alpha-numerics are used to encode the checksum — punctuation is exgluded.

J.3. Encading example

This example illustrates the encoding algorithm given in

1. Begin with the 1's complement (replace 0s with 1s and Bect[J.P Consider BITS HDU whose 1's complement check-

64

. Add 48 (hex 30), which is the value of an ASCII zero charf-

. To improve human readability and transcription of thimgtr

with 0s) of the 32-bit checksum accumulated over all theum is 868229149, which is equivalent to F3C0201D. This
FITSrecordsin the HDU after first initializing thtHECKSUM  number was obtained by accumulating the 32-bit checksum
keyword with a fixed-format string consisting of 16 ASCllover the header and data records using 1's complement arith-
zeros (0000000000000000°). metic after first initializing theCHECKSUM keyword value to

. Interpret this complemented 32-bit value as a sequence’0bo0000000000000°. The complement of the accumulated

four unsigned eight-bit integers, B, C, andD, whereAis checksumis 3426738146, which is equivalent to @&XFDFE2.

the most-significant byte arid is the least-significant byte. The steps needed to encode this hex value into ASCII are shown
Generate a sequence of four integek$, A2, A3, A4, that schematically below.

are all equal tcA divided by 4 (truncated to an integer if nec- _

essary). IfA is not evenly divisible by 4, add the remainder, 2*¢ =, . =~ Freserve bvtealigment o

to Al. The key property to note here is that the sum of the

four new integers is equal to the original byte value (e.gf§ 3F DF E2 -> 33 OF 37 38 33 OF 37 38 33 OF 37 38 33 OF 37 38

A = Al + A2 + A3 + A4). Perform a similar operation @, = * remainder 0 3 3 2

C, andD, resulting in a total of 16 integer values, four from = hex 33 12 3A 3A 33 OF 37 38 33 OF 37 38 33 OF 37 38
each of the original bytes, whighouldbe rearranged in the *+ © offset 36 30 36 36 30 30 30 30 30 30 30 30 30 30 30 30
following order: = hex 63 42 6A 6A 63 3F 67 68 63 3F 67 68 63 3F 67 68

ASCII c B jj ¢ ? gh ¢ ? gh ¢ ? gh

Al B1 C1 D1 A2 B2 C2 D2 A3 B3 C3 D3 A4 B4 C4 D4.

Eliminate punctuation characters

Each of these integers represents one of the 16 charactersial values ¢ B j j ¢ ? g h ¢ ? gh c ? gh
in the final CHECKSUM keyword value. Note that if this byte SR D S A
stream is interpreted as four 32-hit integers, the sum of the CEJjj c<gh ¢cBgh c<gh
integers is equal to the original complemented checksum - ¢ Fjj c¢cji; gh ¢cCgh cj;gh
value . c G jj ¢ : gh ¢ Dgh ¢ : gh

. inal values c Hjj c¢c9 gh ¢ Egh ¢ 9 gh

acter, to each of the 16 integers generated in the previdigpl string  "hcHjjcoghcEghc9g”  (rotate 1 place to the right)

step. This places the values in the range of ASCII alphanu- _ . . .
meric characters ‘0’ (ASCII zero) to 'r'. Thisftset is dfec- In this example ByteB1 (originally ASCII B) is shifted

tively subtracted back out of the checksum when the initidi9ner (to ASCIIH) to balance ByteB2 (originally ASCII ?)

CHECKSUM keyword value string of 16 ASCII 0s is replaced’€ing shifted lower (to ASCID). Similarly, BytesB3 and B4
with the final encoded checksufnvalue. are shifted by opposing amounts. This is possible becawse th

two sequences of ASCII punctuation characters that canroccu

eliminate any non-alphanumeric characters by considerii‘sﬁgzr‘mded checksums are both preceded and followed byronge

the bytes a pair at a time (e.@\L + A2, A3 + A4, B1 + B2 uences of ASCII alphanumeric characters. This operiﬂi_o
etc.) and repeatedly increment the first byte in the pair bpr_rer for cosmetic reasons to improve readability of thalfin

and decrement the second byte by 1 as necessary until tR&{19-. .
both correspond to the ASCII value of the allowed alphany- This is how thes€HECKSUM andDATASUM keywords would

: S ppear in &ITS header (with the recommended time stamp in
meric chara_cters 0-9, A-Z, and a-z shown in Fiduré J 'fecomment field).
Note that this operation conserves the value of the sum o

the four equivalent 32-bit integers, which is required fee u DATASUM = '2503531142' / 2015-06-28T18:30:45
in this checksum application. CHECKSUM= 'hcHjjc9ghcEghc9g' / 2015-06-28T18:30:45

. Cyclically shift all 16 characters in the string one plézthe

right, rotating the last charactdd4) to the beginning of the J4
string. This rotation compensates for the fact that the fixed
formatFITS character-string values are not aligned on fouifhe symmetry of 1's complement arithmetic also means that
byte word boundaries in thEITS file. (The first character after modifying aFITS HDU, the checksunmaybe incremen-
of the string starts in Column 12 of the header card imagwlly updated using simple arithmetic without accumulgtine
rather than Column 13). checksum for portions of the HDU that have not changed. The

. Incremental updating of the checksum
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new checksum is equal to the old total checksum plus the ehedl6. Example C code for ASCII encoding
sum accumulated over the modified records, minus the ofigi
checksum for the modified records.

An incremental update provides the mechanism for end-
end checksum verification through any number of intermedi
processing steps. Byalculatingather tharaccumulatinghe in-
termediate checksums, the original checksum test is pedPeJ unsigned int exclude[13] = {8x3a, 0x3b, 0x3c, 6x3d, Ox3e, 0x3f, 0x40,
through to the final data file. On the other hand, if a new check- 0x5b, Ox5c, 0x5d, OxSe, 0x5f, 0x60 };
sum is accumulated with each change to the HDU, no informas ,cecer - gx30: /% ASCII 0 (zero) */
tion is preserved about the HDU's original state. unsigned long mask[4] = { 0x££000000, Oxff8000, Oxff00, OXff };

The recipe for updating théHECKSUM keyword following void fBmancode (
some Change to the HDU i£” = C - m+ mr where C unsignea int value, /* 1's complement of the checksum

rJﬁ]is routine encodes the complement of the 32-bit HDU check-
{um value into a 16-character string. The byte alignmenhef t
tring is permuted one place to the right TS to left justify
e string value starting in Column 12.

*/
andC’ represent the HDU’s checksum (that is, the complement /% value to be encoded */
of the CHECKSUM keyword) before and after the modification, ar "2scii) /*\Qutput 16-character encoded string */
andm andnY are the corresponding checksums for the mod- int byte, quotient, remainder, ch[4], check, i, j, k;
ified FITS records or keywords only. Since tQHECKSUM key- char asc[32];
word contains the complement of the checksum, the corr@spon ¢, i_g. 5 < 4. i+4) g
ingly complemented form of the recipe is more directly ugefu /* each byte becomes four */

"C’ = 7(C +"m+ ), where ~ (tilde) denotes the (1's) comple- byti_: i"i‘lget& TaZkEi]}ff»tSG -8
ment operation. See Braden et al. (1988); Mallory & Kullberg Y i nder - {,'yie % 4: orsens

(1990); Rijsinghani| (1994). Note that the tilde on the righhd for (j=0; j < 4; j++)

side of the equation cannot be distributed over the containts ch[j] = quotient;

the parentheses due to the dual nature of zero in 1's compteme chio] ¥=yremainder;
arithmetic (Rijsinghanil_1994).
T = for (check=1; check;) /* avoid ASCII punctuation */
for (check=0, k=0; k < 13; k++)
for (j=0; j < 4; j+=2)

J.5. Example C code for accumulating the checksum if (ch[jl==exclude[k] || ch[j+1]==exclude[k]) {
The 1's complement checksum is simple and fast to compute. EEBE

This routine assumes that the input records are a multiple of check++;

four bytes long (as is the case fBITS logical recordy but !

it is not difficult to allow for odd length records if neces- for (j=0; j < 4; j+) /* assign the bytes */

sary. To use this routine, first initialize tt@ECKSUM keyword ascl4*j+il = chljl;

to *0000000000000000° and initializesum32 = 0, then step

through all theFITSlogical records in th&lTSHDU. for (i=0; i < 165 i++) /* permute the bytes for FITS */

ascii[i] = asc[(i+15)%16];

void checksum (
unsigned char *buf, /* Input array of bytes to be checksummed */
/* (interpret as 4-byte unsigned ints) */

ascii[16] = 0; /* terminate the string */

int length, /* Length of buf array, in bytes */
/* (must be multiple of 4) */ i i . .
unsigned int *sum32) /* 32-bit checksum */ .
Appendix K: Header inheritance convention
{
/¥ : s Lve of sundles the 1 ) This appendix is not part of the FITS Standard, but is inctude
ncrement the input value of sum. with the 's complement sum H H
accumulated over the input buf array. for informational purposes . .
x/ The reserved BoolearINHERIT keyword described in
unsigned int hi, lo, hicarry, locarry, i; Sect.[4.4P.6 is optional, but if presentshallappear in the
/* Accumulate the sum of the high-order 16 bits and the */ extension header immediately after tr_\e mand_atory keywords
/* low-order 16 bits of each 32-bit word, separately. */ The INHERIT keyword must notappear in the primary header.
/* The first byte in each pair is the most significant. */ H H H H H
/* This algorithm works on both big and little endian machines.*/ Keyword inheritance prOVIdeS amechanism to store keywmrds
hi = (*sum32 >> 16); the primary HDU, and have them be shared by one or more ex-
io = *sum32 & ?XFFFE; _ tensions in the file. This mechanism minimizes duplicatemdi(
O iyt e L etrioDys maintenance) of metadata in multi-extensimSfiles.
lo += ((buf[i+2] << 8) + buf[i+31); It shouldonly be used irFITSfiles that have a null primary
¥ array (e.g., wittNAXIS = 0). to avoid possible confusion if array-
/* fold carry bits from each 16 bit sum into the other sum */ SnglflC keywords (e-gBSCALE andBZERO) were to be inher-
hicarry = hi >> 16; ited.
locarry = lo >> 16; When an application reads an extension header with
while Chicarry || locarry) { . .
hi = (hi & OXFFFF) + locarry; INHERIT = T, it shouldmerge the keywords in the current ex-
lo = (lo & OXFFFF) + hicarry; tension with the primary header keywords. The exact mergin
hi hi
Tocarry = 10 o 12 mechanism is left up to the application. The mandatory pryma
} array keywords (e.gBITPIX, NAXIS, and NAXISn) and any
, COMMENT, HISTORY, and blank keywords in the primary header
/* concatenate the full 32-bit value from the 2 halves */ . . . i
*sum32 < (hi << 16) + lo: must nobe inherited. It is assumed also that the table-specific
} keywords described in Se€f. V.2 dnd] 7.3, and the tablefspeci
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WCS keywords described in Seli. 8, cannot be inherited sirtbe column’s constant valuaustbe amenable to representation
they will never appear in the primary header. If the same kegs a valid keyvalue.
word is present in both the primary header and the extension Software that implements the Green Bank convention
header, the value in the extension heagtealltake precedence. musttake into account the possibility that any “keyword” (apart
If INHERIT = F in an extension header, the keywords from thigom those on the proscribed list), such B&TE-0BS, may
primary headeshould note inherited. change value from row to row of a table. Moreover, when search

An application that merely readsHdiT Sfile is authorized by ing the header for a particular keyword, it must first conside
INHERIT = T to look in the primary HDU for an expected key-the values of thelTYPEn keywords in case the desired key-
word not found in the current HDU. However if the applicationvord has been expanded as a column. Likewise, it must canside
writes out a modified file, it has to be very careful to avoid ureach header keyword potentially as a collapsed column,ao th
wanted duplication of keywords, and preserve the separafio a request for the value in a particular row or rows of the non-
primary and extension headers. If an application modifies texistentHUMIDITY column would be satisfied by the value of
value of an inherited keyword while processing an extensioime HUMIDITY keyword.
HDU, then it isrecommendedo write the modified value of
that keyword into the extension header, leaving the valuaef
keyword in the primary header unchanged. The primary arrRgferences
keywordsshouldonly be modified when the intent is to explic-Note: Many of theseFITS references are available electronically from the
ity change the value that will subsequently be inheritethie NASA Astrophysics Data System (ADS) and the FITS Support Qfice
extensions. websites at

Also if the FITSfile is read in sequentially (e.g., from tape or Eggxﬁi:w;s}f‘ir;zz 2:323 /a;idts_ et Bl
Internet downloads), the reader would need to cache theapyim

header in case it turns out that a later extension in the fis us

the INHERIT keyword. Allen, S. & Wells, D. 2005, IETF RFC 4047,
http://www.ietf.org/rfc/rfc4047.txt

ANSI 1977,American National Standard for Information Processing:dédor
Information InterchangeANSI X3.4-1977 (ISO 646) New York: American
National Standards Institute, Inc.

Appendix L: Green Bank convention
: . o raden, R. T., Borman, D.A., and Partridge, C. 1988 ACM Cotepu
This appendix is not part of the FITS Standard, but is inctudé Communication Review, 19, no. 2, 86, [ETE RFC 1071,

for informational purposes . \ . https://tools.ietf.org/html/rfc1071
The Green Bank convention was developed at a meetingsiradner, S. 1997, IETF RFC 2118ttp://www.ietf.org/rfc/rfc2119.
October 1989 at the US National Radio Astronomy Observatorytxt ) o
in Green Bank. West Virginia to discuss. the useFsTS for Bunclark, P. & Rots, A. 1997Precise re-definition oDATE-0BS Keyword en-
. . . ¥ . . compassing the millennium
smgle_—dlsh _radlo_—astrc_)nomy data, and has since been yidel http://fits.gsfc.nasa.gov/year2000. html
used in conjunction with the SDFITS convenflnit was de- Calabretta, M. R. & Greisen, E. W. 2002, A&A, 395, 1077
vised primarily to record WCS keywords independently farfea Calabretta, M. R. & Roukema, B. F. 2007, MNRAS, 381, 865

row of a table containing an image array column, but subs‘gogg”' \\’,Vv E[))., Teotdyf [iégés& Pe”;fbg"fblg%' A&gg, %313825% the NRAG
- _ e . otton, . D., al. oing . rogrammers Gul
quently It ha_s f.ound.more general appllcatlon. ., _Astronomical Image Processing Systé&harlottesville: NRAO
. The basic idea is that Of_ expanding header |_(eyW0_rdS INtRutsch P. 1996, RFC 1951, Network Working Group; availablgine:
binary-table columns, and vice versa, of collapsing unvary |http://tools.ietf.org/html/rfci951
binary-table columns into header keywords. Folkner, W. M., Williams, J. G., & Boggs, D. H. 2009, Interpktary Network
y yw!
For example, the standard header keyV\MﬂE—OBS, which Progress Report 42-178, available onlifettp://tmo.jpl.nasa.gov/
. . . progress_report/42-178/178C.pdf
records the date and time of observation, could be expantd IEolkner, W. M. et al. 2014, Interplanetary Network Progréeport 42-
a CO|_Umn WithTTYPEn = ’DATE-OBS’ tO_ record the date and 196, available onlinéttp://ipnpr.jpl.nasa.gov/progress_report/
time independently for each row of a binary table. Conversel 42-196/196C.pdf
a binary-table column witfTTYPEN= *HUMIDITY’ containing Sreisen E. vl 8& ﬁafbrena,{ﬂMﬁgR\,z?(?Z’ I;“:&é 3@?,5&"106182 006, AGA. 446
the same value in each row, could be collapsed into a keywoﬁfl‘;'zg”' - W, Calabretia, M. R., Valdes, . G., & Allen, P AR, 240,
HUMIDITY, that recorded the constant value. Greisen, E. W. & Harten, R. H. 1981, A&AS, 44, 371
When the Green Bank convention is used (and arguably otfresbal, P., Harten, R. H., Greisen, E. W., & Wells, D. C. 1988AS, 73, 359
erwise) a keywordghould notcoexist with a column of the sameGrosbal, P. & Wells, D. C. 1994§Iocking of Fixed-block Seq.uential Media and
name within a single binary table. Should this situationuscc Haﬁi';it;e??m (le)tea\ﬁlcgg(l)tltr,)&é//xfg;s({ %55%'“asa'9°v/ blocking94.html
the column value takes precedence over the keyword. Harten, R. H., Grosbal, P., Greisen, E. W., & Wells, D. C. 1988AS, 73, 365
Whe_n expandmg keywords into columns, the Green Bamgy 1983, Transactions of the IALXVIIIB, 45
convention applies to allFITS keywords that may ap- IAU 1988, Transactions of the IALXXB, 51
pear in a binary table except for the following, most ofY :951/7]'?)%5(")":120%31 Of'ih% XXilird %engra' ﬁ;szmbly—ﬂATE%;gilons (I’_fth_e
which describe the structure or identity of a binary table htt%mzww U O;QSétii'reS”olﬁ{ﬁ;’; /iu%gr?CFrténcrL:VSZ?' Vaaible oniine:
HDU: XTENSION, BITPIX, NAXIS, NAXISn, PCOUNT, GCOUNT, |egg 1985,American National Standard — IEEE Standard for Binary Fingt
TFIELDS, EXTNAME, EXTVER, EXTLEVEL, TTYPEn, TFORMN, Point Arithmetic ANSI/IEEE 754-1985, New York: American National
TUNITNn, TSCALN, TZEROn, TNULLn, TDISPn, THEAP, TDIMN, Standards Institute, Inc.
DATE, ORIGIN, COMMENT, HISTORY, CONTINUE, andEND. Irwin, A, W. & Fukushima, T. A. 1999, ABA348, 642
| ! dert ! I ! | A t k ! d.th ftl’llso 2004,Information technology — Programming languages — Forfres0Qy
norderto collapse a columninto a keyword, the name of the g 1539-1:2004, Geneva: International Organization tan8ardization

column (given byrTYPEn) mustbe a valid keyword name, andiso 2004b, International Standard ISO 8601:2004(Efa elements and in-
terchange formats — Information interchange — Representatf dates and
16 http://fits.gsfc.nasa.gov/registry/sdfits.html times
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