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1. Introduction ally lead to the definition of theITSFITSformat began in 1976
between Don Wells at KPNO and Ron Harten at the Netherlands
Foundation for Research in Astronomy (NFRA). This need for
an image interchange format was raised at a meeting of the
Astronomy section of the U.S. National Science Foundation i
January 1979, which led to the formation of a task force tokwor
. , f : on the problem. Most of the technical details of the first basi
Universe,” p. 60. Steering Committee for _the__Study FITSFITS agreement (with files consisting of only a primary
'(I)'n tr?e. L(l)ng-TerrS Refterk]]tlon OL Sellected Scientific and header followed by a data array) were subsequently develope
echnical Records of the Federal Government, [US] by Don Wells and Eric Greisen (NRAO) in March 1979. After
National Research Council, National Academy Press further refinements, and successful image interchange best
1995. tween observatories that used widelyfelient types of com-
. puter systems, the first papers that defined?He&FITS format
This document, hereafter referred to as thgere published in 1981 (Wells etlal. 1981; Greisen & Harten
‘standar&tandard describes the Flexible Image Transpori9g1). TheFITSFITS format quickly became thelefactode
System EITS)FITS), which is the standard archival data formagactostandard for data interchange within the astronomical com-
for astronomical data sets. AlthoughTSFITS was originally munity (mostly orB-tracknine-trackmagnetic tape at that time)
designed for transporting image data on magnetic tape (Whignq was @icially endorsed by the IAU in 1982 (JAU_1983).
accounts for the I and ‘T" in the name), the capabilities Ofyost pational and international astronomical projects and
the FITSFITS format have expanded to accommodatere ganjzations subsequently adopted FHESFITS format for dis-
complexmore-complexdata structures. The role 61TSFITS  yripytion and archiving of their scientific data producteng

has also grown from simply a way to transport data betwegfthe highlights in the developmental history BITSFITS are
different analysis software systems into the preferred forarat §hown in Tablél.

data in astronomical archives, as well as the on-line arsalys
format used by many software packages.

This standard is intended as a formal codification of the “version history of this document
FITSformafFITS format, which has been endorsed by the

International Astronomical Union (IAU) for the interchagf ~the fundamental definition of thelTSFITS format was orig-

astronomical data (JAU_1983). It is fully consistent with at- inally contained in a series of published papérs (Wells et al
tions and endorsements of the IAUTSFITS Working Group 1981: |Greisen & Hartén 19811 Grosbal et al. 1988:

(IAUFWG), which was appointed by Commission 5 of the IAUgaten et al. [ 1988). ASFITSFITS became more widely

to oversee further development of tREr' SEITSformat. In par- ;seq, the need for a single document to unambiguously define
ticular, this standard defines the organization and comtettte o requirements of theITSFITS format became apparent. In
header and data units for all standaid SFITS data structures: 1990 the NASA Science fBce of Standards and Technology
the primary array, theandom groupsandom-groupstructure, - (NOST) at the Goddard Space Flight Center provided funding
the image extension, tHeSClI tableASClI-tableextension, and 4 4 technical panel to develop the first version of tisndard

the binary tablebinary-tableextension. It also specifies mini- gtandarddocument. As shown in Table 2, the NOST panel
mum structural requirements and general principles govgn nqqyced several draft versions, culminating in the firstSNO
the creation of new extensions. For headers, it specifies Yi§nqard document. NOST 100-1.0. in 1993, Although this
proper syntax for keyword records and defines required and f&,c ment was developed under a NASA accreditation process,
served keywords. For data, it specifigsaracter and numeric i a5 subsequently formally approved by the IAUFWG, which
valuecharacter- and numeric-valuepresentations and the oryg the international control authority for tHe TSFITS format.
dering of contents within the byte stream. The small update to thetandardStandardin 1995 (NOST

One important feature of thBITSFITS format is that its 100-1.1) added a recommendation on the physical units of
structure, down to the bit level, is completely specifiedatat peader keyword values.

ments (such as this standard), many of which have been pub- ] _
lished in refereed scientific journals. Given these documien The NOST technical panel was convened a second time to
which are readily available in hard copy form in librariesand Make further updates and clarifications to shendar&tandard

the world as well as in electronic form on the Internet, fetur"esulting in the NOST 100-2.0 versitrat, whichwas approved
researchers should be able to decode the stream of byteg in Rthe IAUFWG in 1999 and published in 2001 (Hanisch et al.
FITSFITS format data file. In contrast, many other current da001). In 2005, the IAUFWG formally approved the variable-
formats are only implicitly defined by the software that readd  length array convention in binary tables, and a short tinter la

writes the files. If that software is not continually maimiadl so approved support for the 64-bit integers data type. New ver-
that it can be run on future Computer Systems] then the irﬁorrﬁ|0ns of thestandardStandardwere released to reflect both of

An archival format must be utterly portable and self-
describing, on the assumption that, apart from the tran-
scription device, neither the software nor the hardware
that wrote the data will be available when the data
are read. ‘Preserving Scientific Data on our Physical

tion encoded in those data files could be lost. these ChangeWérSionS IAUFWGQ/ersions IAUFWG2.1 and
IAUFWG 2.1b).
1.1. Brief history of FITSFITS In early 2007 the IAUFWG appointed its own technical

panel to consider further modifications and updates to the
TheFITSFITSformat evolved out of the recognition that a stanstandar@tandard The changes proposed by this panel, which
dard format was needed for transferring astronomical irmagsere ultimately approved in 2008 by the IAUFWG after a for-
from one research institution to another. The first protetgp- mal public review process, are shown in ¥ersion3.0version
velopments of a universal interchange format that wouleheve of the document, publishedlin Pence etlal. (2010).



Table 1: Significant milestones in the developmerfiGiSFITS.

Date  Milestone Section
1979 InitialFITSFITSAgreement and first interchange of files
1981  Published original (single HDU) definition (Wells et 4981)
1981  Publishedandom groupsandom-groupslefinition (Greisen & Harten 1981) Se®@
1982  Formally endorsed by the IAU (IAU 1983)
1988  Defined rules for multiple extensions (Grosbgl et a88)9
1988  IAUFITSFITSWorking Group (IAUFWG) established
1988 Extended to includéSClIl table ASCII-tableextensions (Harten et al. 1988) Seét2
1988  Formal IAU approval of ASCII tables (IAU_1988) Sect.[7.2
1990 Extended to include IEEE floating-point data (Wells &8yl 1990) Sec5.3
1994  Extended to multipl®MAGE array IMAGE-arrayextensions (Ponz et al. 1994) Sde]
1995  Extended tbinary tablebinary-tableextensions (Cotton et al. 1995) Selgt3
1997  Adoptedi-digit yearfour-digit-yeardate format (Bunclark & Rots 1997) Se@.4.2
2002  Adopted proposals ferorld coordinateworld-coordinatesystems (Greisen & Calabretta 2002)  S&t.
2002  Adopted proposals for celestial coordinates (Cattb&eGreisen 2002) SeclB.3
2004  Adopted MIME types foFITSFITSdata files (Allen & Wells_2005) Appld
2005 Extended to support variable-length arrays in binainjes Sect.[7.3.5
2005 Adopted proposals fapectral coordinatspectral-coordinatsystems (Greisen et al. 2006) SdBid
2005 Extended to include 64-bit integer data type Sect.5.2.4
2006  Adopted WCS HEALPIx projection (Calabretta & Rouken20?) Sectl8.3
2006  Establishe&ITSconvention registry
2014  Adopted proposals for time coordinates (Rots et al5p01 Sect.@
2016  Adopted proposals for compressed data Sect.[10
2016  Adopted various registered conventions App. H3
2018 General language editing App.H2
Table 2: Version history of thetandar&tandard

Version Date Status

NOST 100-0.1 1990 December  First Draft Standard

NOST 100-0.2° 1991 June Second Revised Draft Standard

NOST 100-0.3 1991 December  Third Revised Draft Standard

NOST 100-1.0 1993 June NOST Standard

NOST 100-1.1 1995 September  NOST Standard

NOST 100-2.0 1999 March NOST Standard

IAUFWG 2.1 2005 April IAUFWG Standard

IAUFWG 2.1b 2005 December IAUFWG Standard

IAUFWG 3.0 2008 July IAUFWG Standard

IAUFWG 4.0 2016 July IAUFWG Standardapproved)

IAUFWG 4.0 2018 August IAUFWG Standard (language-edited)

Since 2006 a Registry féfITS conventions submitted by the
community was established under the care of the IAUFWG
http://fits.gsfc.nasa.gov/fits_registry.html. The

After the approval by the IAUFWG in July 2016 the
Standard was subjected to a thorough language editing (with
impact on the technical prescriptions) before the finaldsisu

Registry was intended as a repository of documentation -of 2018. Details about the language editing changes are mdvid

ages, which, although not endorsed as part ofFii& Standard,
are otherwise perfectly legal usagesFfS. In 2014 a small
team was formed to evaluate the possible incorporationmiso

in AppendiXH.A4.
The latest version of thetandar&tandargas well as other
information about thé-ITSFITS format, can be obtained from

conventions within the Standard, while another small teaam wthe FITSSupport Gfice web siteFITS Support Gfice web-
in charge to update the Standard document with a summarysité athttp://fits.gsfc.nasa.gov. This web sitewebsite
the WCS time representation_(Rots €t al._2015), which in tlatso contains the contact information for the Chairman ef th

meanwhile had been voted natively as part offHES Standard.

IAUFWG, to whom any questions or comments regarding this
standardstandarashould be addressed.

Details on the conventions that have been incorporated ifks- Acknowledgments

this latest version of the StandardO§TINUE long-string key-
words, blank header spad®JECKSUNM, column limits, tiled im-

The members of the three technical panels that produced this
standardstandardare shown below.

age and table compression) or only briefly mentioned (key-
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Appendix(E3, which also lists the correspondirfipated sec-
tions of the Standard.

Robert J. Hanisch (Chair) Space Telescope Science Inst.
Lee E. Brotzman Hughes STX
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2. Definitions, acronyms, and symbols

2.1. Conventions used in this document

Terms or letters set inCourier fonCourier typeface
represent literal strings that appeafiT SFITSfiles. In the case

3

Array value The value of an element of an array ir & SFITS
file, without the application of the associated linear tfans
mation to derive the physical value.

ASCII American National Standard Code for Information
Interchange.

ASCII character Any member of the7-bit seven-bitASCII
character set.

ASCII digit One of the ten ASCII characters ‘0’ through /9’
which are represented by decimal character codes 48 through
57 (hexadecimal 30 through 39).

ASCII NULL The ASCII character that has all eight bits set to
zero.

ASCII space The ASCII character for spacahich is repre-
sented by decimal 32 (hexadecimal 20).

ASCIl text The restricted set of ASCII characters decimal 32
through 126 (hexadecimal 20 through 7E).

BasicFITS TheFITS

BasicFITS The FITS structure consisting of the primary
header followed by a single primary data array. This is
also known as Single ImaddTSFITS (SIF), as opposed to
Multi-ExtensionFITSFITS (MEF) files that contain one or
more extensions following the primary HDU.

Big endian The numerical data format used TSFITS files
in-which the most significantmost-significantoyte of the
value is stored first followed by the remaining bytes in or-
der of significance.

Bit A single binary digit.

Byte An ordered sequence of eight consecutive bits treated as a
single entity.

Card image An obsolete term for an 80-character keyword
record derived from the 80-column punched computer cards
that were prevalent in the 1960s and 1970s.

Character string A sequence of one or more of the restricted
set of ASCII text ASCII-textcharacters, decimal 32 through
126 (hexadecimal 20 through 7E).

Conforming extension An extension whose keywords and or-
ganization adhere to the requirements for conforming exten
sions defined in Secf3.4.1 of thisstandar&tandard

Data block A 2880-byteFITSFITS block containing data de-
scribed by the keywords in the associated header of that
HDU.

Deprecate To express disapproval of. This term is used to re-
fer to obsolete structures thgltould noshould notbe used
in new FITSfilesbut whichshalFITS files, but whichshall
remain valid indefinitely.

of keyword names, such a8IAXISnNAXISR, the lower case Enpgry A single value in am\SCII table or binary tabl&SCII-
lower-casdetter represents a positive integer index number, gen- 5pje or binary-tablstandard extension.

erally in the range 1 to 999. The emphasized wordsst, shalll, Extension A FITSFITSHDU appearing after the primary HDU

should, may, recommendeédnd optionamust shall, should

in aFITSFITSfile.

may recommendedrequired and optional in this document gxtension type name The value of theXTENSIONXTENSION
are to be interpreted as described in IETF standard, RFC 2119yeyword, used to identify the type of the extension.

(Bradner| 1997).

2.2. Defined terms

. Used to designate an ASCII space character.
ANSI American National Standards Institute.

Field A component of a larger entity, such as a keyword record
or a row of anASCII table or binary tabléASCII-table or
binary-tablestandard extension. A field intable extension
table-extensionow consists of a set afero or moreero-or-
moretable entries collectively described by a single format.

File A sequence of one or more records terminated by an end-
of-file indicator appropriate to the medium.

Array A sequence of data values. This sequence correspoidES _
to the elements in a rectilineam;dimension-dimensional FITS Flexible Image Transport System.

matrix (1< n < 999, orn = 0 in the case of a null array).

FITSblock
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FITSblock A sequence of 2888-bit eight-bitbytes aligned on Mantissa Also known as significand. The component of an
2880 byte2880-byteboundaries in th& I TSFITSfile, most IEEE floating-point number consisting of an explicit or im-
commonly either a header block or a data block. Special plicit leading bit to the left of its implied binary point arad
records are another infrequently used typeFdT SFITS fraction field to the right.
block. This block length was chosen because it is evenly ddEF Multi-ExtensionFITSFITS, i.e., aFITSFITSfile contain-
visible by the byte and word lengths of all known computer ing a primary HDU followed by one or more extension

systems at the timelTSFITSwas developed in 1979. HDUs.
FITSfile NOST NASA/Science @ice of Standards and Technology.
FITSfile Afile with aformatthat conformsto the specificationghysical value The value in physical units represented by an el-
in this document. ement of an array and possibly derived from the array value
FITSstructure using the associated, byptionabptional linear transforma-

FITSstructure One of the components of /A TSFITSfile: the tion.
primary HDU, therandom group@ndom-groupeecords, an Pixel Short for ‘Picture element’; a single location within an

extension, or, collectively, the special records follogvthe array.
last extension. Primary data array The data array contained in the primary
HDU.
FITSSupport Glice TheFITSinformation web site Primary HDU The first HDU in aFITSFITSfile.

FITS Support Office The FITS information websitethat is Primary header The first header in BRITSFITSfile, containing
maintained by the IAUFWG and is currently hosted at information on the overall contents of the file (as well as on
http://fits.gsfc.nasa.gov. the primary data array, if present).

Floating point A computer representation of a real number. Random Group A FITSFITS structure consisting of a collec-

Fraction The field of the mantissa (or significand) of a floating-  tion of ‘groups’, where a group consists of a subarray of data
point number that lies to the right of its implied binary ppin ~ and a set of associated parameter values. Random groups are

Group parameter value The value of one of the parameters deprecated for any use other than for radio interferometry
preceding a group in theandom groupsandom-groups data.
structure, without the application of the associated line&ecord A sequence of bits treated as a single logical entity.
transformation. Repeat count The number of values represented in a field in a

HDU Header and Data Unit. A data structure consisting of a binary tabldinary-tablestandard extension.
header and the data the header describes. Note that an HR&$erved keyword An  optionakeyword that musoptional
maymayconsist entirely of a header with no data blocks. keyword thatmustbe used only in the manner defined in

Header A series of keyword records organized within one or thisstandar&tandard
more header blocks that describes structuregoangdiata SIF Single ImageFITSFITS, i.e., aFITSFITS file containing

whichthatfollow it in the FITSFITSfile. only a primary HDU, without any extension HDUs. Also
Header block A 2880-byte FITSFITS block containing a se- known as Basi¢ITSFITS.
quence of thirty-six 80-character keyword records. Special records A series of one or moreITSFITS blocks fol-
Heap The supplemental data area following the main data table lowing the last HDU whose internal structure does not other-
in abinary tablebinary-tablestandard extension. wise conform to that for the primary HDU or to that specified
IAU International Astronomical Union. for a conforming extension in thigandar&tandardAny use
IAUFWG International ~ Astronomical — Union FITSFITS of special records requires approval from the IRUSFITS
Working Group. Working Group.
IEEE Institute of Electrical and Electronic Engineers. Standard extension A conforming extension whose header and

IEEE NaN |IEEE Not-a-Number value; used to represent unde- data content are completely specified in Se@.of this
fined floating-point values iRITSFITSarrays and binary ta- standar&tandard namely, an image extension, &5Cl|
bles. table ASClII-table extension, or ainary tablebinary-table

IEEE special values Floating-point number byte patterns extension.
that have a special, reserved meaning, such-&s+co,
+underflow, +overflow, +denormalized, +NaN. (See
AppendiXE). 3. FITSFITS file organization

Indexed keyword A keyword name that is of the form of a )
fixed root with an appended positive integer index numbers-1- Overall file structure

Keyword name The first eight bytes of a keyword record o riTsfile shalFITS file shall be composed of the following
which contain the ASCII name of a metadata quantity (U TSEITS structures, in the order listed:
less it is blank).

Keyword record An 80-character record in a header block con-— primary header and data unit (HDU).
sisting of a keyword name in the first eight characters fol— Conforming Extensionsoptionabptiona).
lowed by anoptionabptional value indicator, valueand  _ Other special recordstionabptional restricted).
comment string. The keyword recostlalshallbe composed
only of the restricted set gfSCI| text ASClI-textcharacters A FITSFITS file composed of only the primary HDU is some-
ranging from decimal 32 to 126 (hexadecimal 20 to 7E). times referred to as a Basl TSFITS file, or a Single Image

Mandatory keyword A keyword thatmusmustbe used in all FITSFITS(SIF) file, and &ITSFITSfile containing one or more
FITSFITSfiles or a keywordequiredrequiredin conjunc- extensions following the primary HDU is sometimes referied
tion with particular=ITSFITS structures. as a Multi-ExtensioirITSFITS (MEF) file.


http://fits.gsfc.nasa.gov

Each FITSFITS structure shalshall consist of an inte-
gral number ofFITSblocks=ITS blocks, which are each 2880 2(%' i i)'
bytes (23040 bits) in length. The primary HD3bhalshall start 21, 1),
with the first FITSFITS block of the FITSFITS file. The first |
FITSFITSblock of each subsequeRtTSFITS structureshalbe A(NAXIS1NAXIST, 1,...,1),
the FITSshall be theFITS block immediately following the last AL, 2,...,1),

FITSFITSblock of the preceding|TSFITSstructure. A2 2,..., 1),
This standard does not impo&tandard neither imposes :
limit on the total size of &ITSFITSfile, norimposes a limibn A(NAXISINAXTS1, 2, ..., 1),

the size of an individual HDU within & TSFITSfile. Software
packages that read or write data according to #imndard :
Standarccould be limited, however, in the size of files that are A(1, NAXIS2NAXIS2, ..., NAXISmNAXISm),
supported. In particular, some software systems haverhisto .

cally only supported files up ta®2bytes in size (approximately

A(NAXIST, NAXIS2NAXIS1, NAXIS2, ..., NAXISMNAXISM
2.1x 10° bytes). ( S, SZNAXIS1, 52y SMNAXISM)

3.2 Individual EITSFITS Structures Fig.1: Arrays of more than one dimensiahalshall consist
of a sequence such that the index alongs Axis 1 varies
The primary HDU and every extension HDilhalkhall consist most rapidly and those along subsequent axes progreskigsly
of one or more 2880-byte header blocks immediately followedpidly.
by anoptionabptional sequence of associated 2880-byte data
blocks. The header blockshalshall contain only the restricted a fixed number of bits that is determined by the value of the
set of ASCIIASCII-texttextcharacters, decimal 32 through 1263 TPIXBITPIX keyword (Sect.Z.1). Arrays of more than one
(hexadecimal 20 through 7E). The ASCII control charactetis w dimensionshalshall consist of a sequence such that the index
decimal values less than 32 (including the null, tab, cgeiee- alongaxisAxis 1 varies most rapidly, that aloraxisAxis 2 next
turn, andine feedline-feedcharacters), and the delete charactenost rapidly, and those along subsequent axes progreskigs|
(decimal 127 or hexadecimal 7R)ust nomust notappear any- rapidly, with that alongaxis m, wheremAxis m, wherem is the
where within a header block. value of NAXISNAXIS, varying least rapidly. There is no space
or any other special character between the last value on a row
or plane and the first value on the next row or plane of a multi-
dimensional array. Except for the location of the first elatne
The first component of &ITSfile shalFITS file shall be the the array structure is independent of i SFITS block struc-
primary HDU, which always contains the primary header antdre. This storage order is shown schematically in Eig. 1iand
maymaybe followed by the primary data array. If the primar)ﬁhe same order as in multi-dimensional arrays in the Fopran
data array has zero length, as determined by the values of @#@mming language (ISO_2004). The index count along each
NAXISNAXIS and NAXISNNAXISn keywords in the primary axisshalshallbegin with 1 and increment by 1 up to the value
header (Sectd.Z.1), then the primary HDWhalshall contain Of the NAXISnNAXISn keyword (Secti4.4.7).
no data blocks. If the data array does not fill the final data block, the remain-
der of the data blockhalshallbe filled by setting all bits to zero.
, The individual data valueshalkhall be stored in big-endian
3.3.1. Primary header byte order such that the byte containing timest significant
The header of a primary HDEhalshall consist of one or more Most-significanbits of the value appears first in theéTSFITS
header blocks, each containing a series of 80-characterdtey 11€: followed by the remaining bytes, if any, in decreasindes
records containing only the restricted setABCIIASCII-text ©f Significance.
text characters. Each 2880-byte header block contains 36 key-
word records. The last header blockistontain theENDmust 3 4 Extensions
contain theEND keyword (defined in Sedf.Z.1)4.4.1), which
marks the logical end of the header. Keyword records witho8#.1. Requirements for conforming extensions
information (e.g., following th&NDEND keyword)shalshallbe
filled with ASCII spaces (decimal 32 or hexadecimal 20).

3.3. Primary header and data unit

All extensions, whether or not further described in gisndard,
shalStandardshall fulfill the following requirements to be in
conformance with thi&|TSstandar&I TS StandardNew exten-
3.3.2. Primary data array sion typesshoulcéshouldbe created only when the organization

. . . . of the information is such that it cannot be handled by one of
The primary data array, if presersfalshall consist of @ sin- e existing extension types. TSFITS file that contains ex-
gle data array with from 1 to 999 dimensions (as specified By,sjons is commonly referred to as a multi-extensiBFEFITS
the NAXISNAXIS keyword defined in Sect4.4.1). Therandom (MEF) file.

groupsrandom-groupsonvention in the primary data array is a

more complicateanore-complicatedtructure and is discussed

separately in Sectld. The entire array of data values are re[.4.1.1. Identity

resented by a continuous stream of bits starting with thé firs

bit of the first data block. Each data valsiealshall consist of Each extension typeshalshall have a unique type name,
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specified in the header by théTENSIONXTENSION keyword 3.6.2. Sequential media

(Sect. 4.41). To preclude conflict, extension type nam - _
musmustbe registered with the IAUFWG. The current list O?FheFITSFITSformat was originally developed for writing files

registered extensions is given in Appendix F. An up-to-da?é’ sequentiainagnetic tapmagnetic-tapelevices. The follow-

list is also maintained on thelTSSupport Gfice web siteITS N9 rules on how_to write to sequential mecia (Grosbal & Wells
PP 1994) are now irrelevant to most curredhta storagedata-

Support Qhice website .
storagedevices.
If physically possibleFI T Sfiles shalFITSfiles shallbe writ-
3.4.1.2. Size specification ten on sequential media in blocks that are from one to tegénte

multiples 0f2880-byte2880 bytesn length. If this is not pos-
The total number of bits in the data of each extensiagible, theFITSfile shalFITSfile shall be written as aitstream
shalshall be specified in the header for that extension, in thst streamusing the native block size of the sequential device.
manner prescribed in Sed.4.1. Any bytes remaining in the last block following the end of the
FITSfile shalFITSfile shallbe set to zero.

When reading-ITSFITSfiles on sequential media, any files

shorter than 2880 bytes in length (e.g., ANSI tape labetshat
A standard extension is a conforming extension whose orga@@nsidered part of thel T Sfiles andshouldITSfiles andshould
zation and content are completely specified in S&tf this be disregarded.
standar@tandardOnly one extension formathalkshall be ap-
proved for each type of data organization.

3.4.2. Standard extensions

3.7. Restrictions on changes

Any structure that is a valid=ITSFITS structure shalshall
remain a valid=ITSFITSstructure at all future times. Use of cer-
An extensiormaymayfollow the primary HDU or another con- tain v_alid FITSstructuresnayFITSstructuresnaybe deprecated
forming extension. Standard extensions and other confaymiPy this or futureFITSstandard=ITS Standardiocuments.
extensionsnaymayappear in any order inlal TSFITSfile.

3.4.3. Order of extensions

4. Headers

3.5. Special records (restricted use
P ( ) The first two sections of this chapter define the structurecand

Special records are 2880-byfTSFITS blocks following the tent of header keyword recordshis is followed in Secf. 413 with
last HDU of theFITSFITSfile that have an unspecified structureSect[4.8 fersrecommendations on how physical units should
that does not meet the requirements of a conforming extensibe expressed. The final section defines the mandatory and re-
The first8 eight bytes of the special recorasust nomust not served keywords for primary arrays and conforming exterssio
contain the stringXTENSION'. It is recommendeg@commended
that they do not contain the stringIMPLE..'. The con-
tents of special records are not otherwise specified by ek
standar@tandard 4.1.1. Syntax

Special records were originally designed as a way for )
the FITSFITS format to evolve by allowing newrITSFITS Each 80-character header k(_eyV\_/ord recslndllsh_all consist of
structures to be implemented. Following the development &f keyword name, a value indicator (onfgquired required
conforming extensions, which provide a general mechanism ff @ value is present), arptionabptional value, and an
storing diferent types of data structuresiiT SFITSformatina Optionabptional comment. K_e_ywordsnaynay appear in any
well defined manner, the need for other new typeBIaiSFITS order except where specifically stated otherwise in  this
data structures has been greatly reduced. Consequemtherfu standar@tandardlt is recommende@commendethat the or-

use of special records is restricted and requires the appofv der of the keywords ifrITSFITSfiles be preserved during data
the IAU FITS FITS Working Group. processing operations because the designers oFlfhgFITS

file may have used conventions that attach particular signifi
cance to the order of certain keywords (e.g., by grouping se-
3.6. Physical blocking quences of COMMENTCOMMENT keywords at specific loca-
tions in the header, or appendiRgSTORYHISTORY keywords
in chronological order of the data processing stgjos using
For bitstreambit-streamdevices, including but not restricted toCONTINUECONTINUE keywords to generate long-string key-
logical file systemsITSfiles shalFITSfiles shallbe interpreted word value$.
as a sequence of one or more 2880-¥ESFITS blocks, re- A formal syntax, giving a complete definition of the syn-
gardless of the physical blocking structure of the undegyi tax of FITSFITS keyword records, is given in Appendix] A.
recording media. When writing BITSFITS file on media with It is intended as an aid in interpreting the text defining the
a physical block size unequal to the 2880-byt&SFITSblock standar&tandard
length, any bytes remaining in the last physical block follo In earlier versions of thistandard a FITStandard &ITS
ing the end of theé=ITSFITS file shoulgshouldbe set to zero. keyword, assumed as an item whose value is to be looked up by
Similarly, when reading=ITSFITS files on such media, any name (and presumably assigned to a variable) BYT& read-
bytes remaining in the last physical block following the exid ing FITSreadingprogram, was associated one to one to a sin-
theFITSfile shalFITSfile shallbe disregarded. gle header keyword record. With the introduction of con¢idu

J. Keyword records

3.6.1. Bitstream Bit-stream devices
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(long-string) keywords (seBectl4.2.1.2), suchITS keywords If a comment follows the value field, itmusimust be
may FITS keywordsmay span more than one header keyworgreceded by a slash'/(’/’, decimal 47 or hexadecimal
record, and the valughalshall be created by concatenation a®F)3 A space between the value and the slash is strongly
explained inSectl4.2.].2. recommende@commended he commentaymaycontain any
of the restricted set oASCIIASCII-text text characters, deci-
mal 32 through 126 (hexadecimal 20 through 7E). The ASCII
control characters with decimal values less than 32 (iriolyd
4.1.2.1. Keyword name (bytesBytes 1 through 8) the null, tab, carriage return, atide feedline-feedcharacters),
and the delete character (decimal 127 or hexadecimahitis}

The keyword namehalshallbe a left justified8-charactesight- nNotmust notappear anywhere within a keyword record.
characterspace-filled, ASCII string with no embedded spaces.
All digits O through 9 (decimal ASCII codes 48 to 57, or

hexadecimal 30 to 39) and upper case Latin alphabetic chg'rg' paits

acters’A’ throughZ* *A’ through’Z’ (decimal 65 to 90 or The structure of the value field depends on the data type of the
hexadecimal 41 to 5A) are permittethwer case charactersyalue. The value field represents a single value and not ay arr
shall notowe_r—case characteshall_ notbe used. The underscorepf valuesd The value fieldnusmustbe in one of two formats:
(*-’-7, decimal 95 or hexadecimal 5F) and hyphen’(-’, fixed or free. The fixed-format isequiredrequired for values

decimal 45 or hexadecimal ZD) are also permitted. No Oth@f mandatory keywords and iecommendagcommendetbr
characters are permitt8dFor indexed keyword names thatyalyes of all other keywords.

have a single positive integer index counter appended to the

root name, the counteshall nohave leading zeroeshall not

have leading zeroge.g., NAXIS1, not NAXISOOINAXIS1, 4.2.1. Character string
not NAXIS001). Note that keyword names that begin with (
consist solely of) any combination of hyphens, underscened
digits are legal.

4.1.2. Components

0m1 Single record Single-record string keywords

A character stringcharacter-stringralue shalshall be com-
4.1.2.2. Value indicator (bytesBytes 9 and 10) posed only of_the set of restricteASCIIASC_ll—text text
characters, decimal 32 through 126 (hexadecimal 20 through
If the two ASCII characters =" (decimal 61 followed by ’E) enclosed bysingle quotesingle-quotecharacters (*'”,
decimal 32) are present IyteBytes9 and 10 of the keyword deécimal 39, hexadecimal 27). A single quote is represented
record this indicates that the keyword has a value field asso¥ithin a string as two successive single quotes, e.g., O'HAR
ated with it, unless it is one of the commentary keywords eefin= © HARA"0' 'HARA'. Leading spaces are significant; trailing
in Sect@A2 (i.e., &1ISTORYHISTORY, COMMENTCOMMENT, SPaces are not. ThisandardStandardmposes no requirements
or completely blank keyword namehich by definition, which, ©nN the case sensitivity of character string values unlestoitly
by definition,have no value. stated in the definition of specific keywords.
If the value is a fixed-format character string, the start-
ing single quote charactenusbe in byteingle-quote charac-
4.1.2.3. Value/comment (bytesBytes 11 through 80) ter mustbe in Byte 11 of the keyword record and the clos-
i o ‘ing single quotemusmust occur in or beforebyteByte 80.
In keyword records that contain the value indicator igarlier versions of thisstandard alsaequire@tandard also
byteBytes9 and 10, the remainingytesBytes11 through 80 of requiredthat fixed-format characters stringsismustbe padded
the recordshalshall contain the value, if any, of the keyword,yith space characters to at least a length of eight charac-
followed by optionabptional comments. In keyword recordsters so that the closing quote character does not occur be-
without a value indicatohytedytes9 through 8shoulhould  fore byteByte 20. This minimumcharacter stringcharacter-
be interpreted as commentary text, however, this does R@inglength is no longerequiredequired except for the value
preclude conventions that interpret the content of thesestip  of the XTENSIONXTENSION keyword (e.g.,' IMAGE._....' and
other ways. '"TABLE._._."; see Secf)whichmus{Z), whichmustbe padded
The value field, when preser#haltcontain the ASCII text to a length of eight characters for backward compatibilitshw
shall contain the ASCII-textrepresentation of a literal stringprevious usage.
constant, a logical constant, or a numerical constant,arfah Free-format character strings follow the same rules asfixed
mat specified in Secti4.2. The value fieldnaymaybe a null format character strings except that the startiggle quote
field; i.e., it maymay consist entirely of spaces, in which cas@naractemayoccur after bytsingle-quote charactenay occur
the value associated with the keyword is undefined. after Byte11. Any bytes preceding the starting quote character
The mandatoryITSFITSkeywords defined in thistandard  ang aftemyteByte 10 musmustcontain the space character.

mur?t réOBtanﬂardEWUStkmt apgearhmorﬁ than O”Teh wiltgin Note that there is a subtle distinction between the follgwin
a header. All other keywords that have a valsould 4 qe keywords.

notshould notappear more than once. If a keyword does appear
multiple times with diferent values, then the value is indetermi-

nate KEYWORD1= "' / null string keyword
: KEYWORD2= ' ' / empty string keyword
3 This requirement diers from the wording in the origin&l TSFITS KEYWORD3= / undefined keyword

papers. See AppendbiHl
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The value of KEYWORDIKEYWORD1 is a null, or zero The CONTINUE keyword must noCONTINUE keyword
length zero-length string whereas the value of themustnotbe used with of any of the mandatory or reserved key-
KEYWORDZKEYWORD2 is an empty string (nominally a words defined in thistandardStandardunless explicitly de-
single space character because the first space in the stdtaged of type long-string.

is significant, but trailing spaces are not). The value of The following keyword records illustrate a string valuettha
KEYWORDS3KEYWORD3 is undefined and has an indeterminatis continued over multiple keyword records. (Note: the teraf
data type as well, except in cases where the data type of the substrings have been reduced to fit within the page layout
specified keyword is explicitly defined in thisandar&tandard )

The maximum length of a string value that can be repre- . i . .
sented on a single keyword record is 68 characters, with iEATHER = 'Partly cloudy during the evening f&'
opening and closing quote characterdirieBytes11 and 80, CONTINUE ,0110""ed by cloudy skies °"ern19ht-&'
respectively. In general, no length linitssfewerthan 68 is im- CONTINUE Low 21C. Winds NNE at 5 to 10 mph.

plied for character-valued keywo.rds. . ) If needed, additional space for the keyword comment field
Whenever a keyword value is declared string’ or said t@an pe generated by continuing the string value with one @emo

‘contain a character string’, the length limits in this sectap- strings, as illustrated schematically belaw

ply. The next sectiol.2.1.2applies when the value is declared

long-string’. STRKEY = = 'This keyword value is continued &'
CONTINUE ' over multiple keyword records.&'
CONTINUE '&' / The comment field for this
CONTINUE '&' / keyword is also continued
CONTINUE '' / over multiple records.

Earlier versions of this Standard only definedigle record
single-recordstring keywords as described in the previous sec-
tion. The Standard now incorporates a convention (orityir- FITSreading FITSreading software can reconstruct the
veloped for use ifrI TSFITSfiles from high-energy astrophysicslong string long-string value by following an inverse pro-
missions) for continuing arbitrarily long string valuesspwa po- cedure of checking if the string value ends with t&
tentially unlimited sequence of multiple consecutive keysv &’ character and is immediately followed by a conform-
records using the following procedure ing CONTINUECONTINUE keyword record. If both con-
ditions are true, then concatenate the substring from the
CONTINUECONTINUE record onto the previous substring after
first deleting the trailing&’ ’&’ character. Repeat these steps
until all subsequen€CONTINUECONTINUE records have been

[4.2.112 Continued string (long-string) keywords

1. Divide thelong stringlong-stringvalue into a sequence of
smaller substrings, each of whighno longer than 67 char-
actersin lengtbontains fewer than 68 charactefNote that
if the string contains any literagingle quotesingle-quote Processed.

characters, then theseust mustbe represented as a pair EOt? that if a sér_inglvzfiltljle enéjz WithNt_?l&,\'I E& charac-
of single quotesingle-quotecharacters in th&lTSkeyword ter, butis notimmediately followed by@O UECONTINUE

FITSkeyword value, and these two charactersist must keyword that conforms to all the previously described resui
both be contained within a single substring). ments, then thes’ .character should’&_’ chara(_:tershould be
2. Append an ampersand charactét (&’) to the end of each interpreted as the literal last character in the stringoAdsy ‘or-
substring, except for the last substring. This characterese Phaned’ CONTINUECONTINUE keyword records (formally not
as a flag toFITSreading FITSreadingsoftware that this invalidating theFITS FITSfile, although likely representing an

string valuenaymaybe continued on the following keyword €77 with respect to what the author of the file measfitpuld
in the header. shouldbe interpreted as containing commentary texbytes 9

3. Enclose each substring witkingle quote single-quote — 80BYtes 9-8{similar to aCOMMENTCOMMENT keyword).

characters. Non-significant space charaatesig mayoccur
between the ampersand character and the closing quote char2. | ogical

acter.
4. Write the first substring as the value of the specified kelf-the value is a fixed-format logical constantsitalshallappear
word. as arnuppercasdor Fupper-case or F in byteByte 30. A logical

5. Write each subsequent substring, in order, to a seri&ue is represented in free-format by a single charactesist
of keywords that all have the reserved keyword nani@g of anuppercas@or Fupper-cas@ or F as the first non-space
CONTINUE(seeCONTINUE (see SecEL4.2) inbytesBytesl ~character irbytedytes11 through 80.
through 8 and have space charactersbiytesBytes9 and
10 of the keyword record. The substrimgay may be lo-
cated anywhere ihytesBytes11 through 80 of the keyword
record andnay may be preceded by non-significant spacé the value is a fixed-format integer, the ASCII representat
characters starting ibyte Byte 11. A comment stringnay shalshall be right-justified inbyteBytes11 through 30. An in-
mayfollow the substring; if present, the comment stringst  teger consists of a+' ’+’ (decimal 43 or hexadecimal 2B) or
mustbe separated from the substring bipavard slash char- ‘" ’-’ (decimal 45 or hexadecimal 2D) sign, followed by one
acter (/' forward-slash character (). Also, it is strongly or more contiguous ASCII digits (decimal 48 to 57 or hexadec-
recommendethat the slash character be preceded by a spao®al 30 to 39), with no embedded spaces. The leading +’
character. sign isoptionabptional Leading zeros are permitted, but are not

4.2.3. Integer number



significant. The integer representatigmalshallalways be inter- Table 3: IAU-recommended basic units.
preted as a signed, decimal number. BtgsdardStandaraioes
not limit the range of an integer keyword value, howevert-sof ~_Quantity Unit Meaning Notes
ware packages that read or write data according tosthisdard S| base& supplementary units
Standardcould be limited in the range of values that are sup- length m meter
ported (e.g., to the range that can be represented by a 82-bit  mass kg  kilogram g gram allowed
64-bit signed binary integer). time s second

A free-format integer value follows the same rules as fixed- Plane angle rad  radian
format integers except that the ASCII representaticmymay soligpngle sr steradian

o temperature K kelvin

occur anywhere withibyteBytes11 through 80. electric current A ampere

amount of substance mol  mole

4.2.4. Real floating-point number luminous intensity ~ cd  candela

If the value is a fixed-format real floating-point num-~  AU-recognized derived units
ber, the ASCII representatioshalshall be right-justified in frequency Hz  hertz st
byteBytes11 through 30. energy J joule Nm
A floating-point number is represented by a decimal number POWe! . W waltt JsT
. . ; electric potential \ volt JC
followed by anoptionabptional exponent, with no embedded force N newton ka m s2
. . , - gm
spaces. A decimal .numbehallshallconsw_,t ofd+ "+’ (deC|-. pressure, stress Pa pascal N m?2
mal 43 or hexadecimal 2B) o' ’ -’ (decimal 45 or hexadeci- electric charge C coulomb As
mal 2D) sign, followed by a sequence of ASCII digits contagni electric resistance  Ohm  ohm Vv AL
a single decimal point.(’ . ’), representing an integer partanda  electric conductance S siemens A V!
fractional part of the floating-point number. The leading *+’ electric capacitance F farad cv?t
sign isoptionabptional At least one of the integer part or frac- magnetic flux Wb weber Vs
tional partmusmustbe present. If the fractional part is present,  magnetic flux density T tesla Wb m?
the decimal pointnusmustalso be present. If only the integer  inductance H henry Wb A
part is present, the decimal poimaymaybe omitted, in which luminous flux Im  lumen  cdsr,
case the floating-point number is indistinguishable fromiran illuminance lx  lux Im m™

teger. The exponent, if present, consists of an expondet let
followed by an integer. Letters in the exponential forfd ©r  ber. This representatiomaymay be located anywhere within
‘D’) "E’ or ’D’ f shalshall be upper case. The full precision ofpyteBytes11 through 80.
64-bit values cannot be expressed over the whole rangeudval
using the fixed-format. Thistandard does not impoStandard
neither imposean upper limit on the number of digits of preci-
sion, nor any limit on the range of floating-point keyword-valthere is no fixed-format for complex floating-point numbers.
ues. Software packages that read or write data accordifigsto t i {he value is a complex floating-point number, the value
standardStandarctould be limited, however, in the range of valy, smustbe represented as a real part and an imaginary part,
ues and exponents that are supported (€.g., t0 the rangeithalseparated by a comma and enclosed in parenthese$] 8323,
be represented by a 3_2-b|t or 64-bit floating-point number). -45.7) Spacesnay(123.23, -45.7). Spacesnayprecede and

A free-format floating-point value follows the same rules ag)|jow the real and imaginary parts. The real and imaginanys
a fixed-format floating-point value except that the ASCII®p are represented in the same way as floating-point values. (Sec
sentatiormaymayoccur anywhere withibytesBytes1l through  7732). Such a representation is regarded as a single vaiue f
80. the complex floating-point number. This representaticrymay

be located anywhere withinytedBytes11 through 80.

4.2.6. Complex floating-point number

4.2.5. Complex integer number

There is no fixed-format for complex integer numkers. 4.2.7. Date

If the value is a complex integer number, the valuesmust  There is strictly no such thing as a data type diate valued
be represented as a real part and an imaginary part, seargi§words, however a pseudo data typelafetimeis defined in
by a comma and enclosed in parentheses €.83, 45) Spaces Sect[9.1]1 andnusmustbe used to write ISO-860datetime
may(123, 45). Spacesmay precede and follow the real andstrings as character strings.
imaginary parts. The real and imaginary parts are repredent |f 3 keyword needs to expresstine in JD or MJD (see
in the same way as integers (Se@.2.3). Such a representa-sect[®), this can be formatted as an arbitrary precisionasum
tion is regarded as a single value for the complex integer-nugptionally separating the integer and fractional part asied
in Sect[9.2.P.

4 The'D’ 'D’ exponent form is traditionally used when representing
values that have more decimals of precision or a larger nadgmithan
can be represented byengle precisiorsingle-precisior82-bit floating-  4.3. Units
point number, but otherwise there is no distinction betw&en'E’ or

‘D'’D’. When a numerical keyword value represents a physical gyanti
5 This requirement diers from the wording in the origin&i TSFITS it is recommende@commendethat units be provided. Units
papers. See Appendb{Hl shall beshall be represented with a string of characters com-
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Table 4: Additional allowed units.

Quantity Unit Meaning Notes
plane angle plane angle deg degree of arc /180 rad
arcmin  minute of arc 160 deg
arcsec  second of arc 13600 deg
mas milli-second of arc 13600 000 deg
time min minute 60 s
h hour 60 min= 3600 s
d day 86400 s
t a year EJuIiang 31557600 s (365.25 d), peteadforbidden
T yr year (Julian ais IAU-style
energy T ev electron volt 16021765 107%° J
i erg erg 107J ,
Ry rydberg 1(Z2) mc? = 13605692 eV
mass solMass solar mass D891x 10°° kg
u unified atomic mass unit .8605387x 10727 kg
luminosity solLum  Solar luminosity B268x 107° W
length i Angstrom angstrom 16°m
solRad  Solar radius ®599x 10° m
AU astronomical unit 19598x 10" m
lyr light year 9460730x 10"°m
+ pc parsec 3.0857x 10 m
events count count
ct count
photon  photon
ph photon
flux density oy jansky 108 W m2Hz?
+t mag (stellar) magnitude
+ R rayleigh 106°/(4r) photons m? st srt
magnetic field tt G gauss 104T
area pixel gimagedetectorg pixel
pix imagegdetector) pixel
++ barn barn 1028 m?
Miscellaneous units
D debye 1x102°C.m
Sun relative to Sun e.g., abundances
chan (detector) channel
bin numerous apﬁlications (including thed analogu@ne-dimensional analagf pixel)
voxel 3-d analogu¢hree-dimensional analay pixel
T bit binary information unit
1t byte (computer) byte 8 bit eight bits
adu Analog-to-digital converter
beam beam area of observation as inklgam

Notes.( Addition of prefixes for decimal multiples and submultipie allowed® Deprecated in IAU Style Manudl (McNally_1988) but still in
use.®Conversion factors from CODATA Internationally recommedd/alues of the fundamental physical constants 28@2y(: //physics.
nist.gov/cuu/Constants/).

posed of the restrictefiSCII text ASCII-textcharacter set. Unit units that are commonly used in astronamygiven in Tablgl4

strings can be used as values of keywords (e.g., for theweserFurther specifications for time units are given in Secll 9i&

keywordsBUNIT, andTUNITNBUNIT, andTUNITN), as an en- recommendegdlain textplain-textform for the 1AU-recognized

try in a character stringharacter-stringolumn of anASCIl or  base unitsre given ircolumrColumn2 of both table& All base

binary tableASCIlI-table or binary-tablextension, or as part of units stringsmaymaybe preceded, with no intervening spaces,

a keyword comment string (see Sedi3.2, below). by a single character (two for deca) taken from Table 5 andkrep
The units of allFITSFITS header keyword values, with thesenting scale factors mostly in steps of16ompound prefixes

exception of measurements of anglespuldhould conform (e.g.,ZYeV ZYeV for 10° eV) must nomust notbe used.

with the recommendations in the IAU Style Manual (McNally

1988). For angular measurements given as floating-poinegal

and specified with reserved keywords, the usit®uldghould

be degrees (i.edegleg). If a requirement exists within this

standardStandardor the units of a keyword, then those units

musmustbe used. . N 6 These tables are reproduced from the first in a series of paper
The units for fundamental physical quantities recommendeg world coordinateworld-coordinatesystems|[(Greisen & Calabretta
by the IAU are given in Tablgl3and. Table[4 listsadditional [2002), which provides examples and expanded discussion.

10
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4.3.1. Construction of units strings Table 5: Prefixes for multiples and submultiples.

Compound units stringsnaymay be formed by combining Submull_Prefix Char _Mult_Prefix _Char
strings of base units (|n<_:lud|r]g prefixes, if any) with the-re . 101 deci d 10 deca  da
ommended syntax described in Table 6. Two or more base units 102 centi c 1®  hecto h
strings (calledstrlandstr2strl andstr2 in Table[6)maymay 103 milli m 10  kilo K
be combined using the restricted set of (explicit or impliop- 106 micro  u 1 mega M
erators that provide for multiplication, division, expariation, 1079 nano n 10°  giga G
raising arguments to powers, or taking the logarithm or sgua 1012 pico p 102 tera T
root of an argument. Note that functions suchcad og actually 1015 femto £ 10 peta P
require dimensionless arguments, so tlaiHz)log(Hz), for 10°% atto a 10%® exa E
example, actually meanisg(x/1 Hz)log(x/1 Hz). The final 10 zepto z 107  zetta z
units string is the compound string, or a compound of com- 10 yocto y  10%* yotta Y

pounds, preceded by aptionabptionalnumeric multiplier of
the form10**k, 10°k, or 1010**k, 10"k, or 18+k wherekk is Table 6: Characters and strings allowed to denote matheahati
an integeroptionally surrounded by parentheses with the sigaperations.

characterequiredrequiredin the third form in the absence of

parentheses. Creators BITSFITS files are encouraged to use String Meaning

the numeric multiplier only when the available standardesca o

factors of Tabledb will not sfice. Parentheses are used for strl str2  Multiplication

symbol grouping and are stronglgcommende@commended stristr2 MU:t!p:!cat!on
whenever the order of operations might be subject to misin- iﬁﬁ/igg Dilflits'ﬁ)fat'on
terpretation. A space character implies multiplicati@rhich stri**expr Raised to the powesxpr
can also be conveyed explicitly with an asterisk or a period. strl"expr  Raised to the powesxpr
Therefore, although spaces are allowed as symbol sepsrator strlexpr Raised to the powesxpr
their use is discouraged. Note that, per IAU conventione ¢éas log(strl)  Common Logarithm (to base 10)
significant throughout. The 1AU style manual forbids the afe In(strl) Natural Logarithm
more than one slasty(’ /*) character in a units string. However, exp(strl)  Exponential ¢€5trl)
since normal mathematical precedence rules apply in this co sqrt(strl)  Square root

text, more than one slashaymaybe used but is discouraged.

A unit raised to a power is indicated by the unit string
followed, with no intervening spaces, by th@tionabptional
symbols** or * followed by the power given as a numeric ex-

Table 7: Mandatory keywords for primary header.

pression, calleéxprexpr in Table[6. The powemaymaybe a #Position _Keyword

simple integer, with or without sigrgptionally surrounded by % S:yg';(iﬁgif =TT

parentheses. Ilnaymay also be a decimal number (e.d.,5, 3 NAXISNAXTS

0.51.5, 0.5) or a ratio of two integers (e.g7/97/9), with or 4 NAXISNH. NNAXISN n=1. ... NAXISNAXIS
without sign, whichmusmustbe surrounded by parentheses. . ’ ' T

Thus meters squaredaymaybe indicated byn** (2), m**+2, :

m+2, m2, m"2, m* (+2)m** (2), m**+2, m+2, m2, m"2, m" (+2), (other keywords)

etc. and per meter cubedaymaybe indicated byn**-3, m-3, :

m”(-3), /m3m**-3, m-3, m" (-3), /m3, and so forth. Meters last ENDEND

to the three-halves powenaymay be indicated bym(1.5),
m*(1.5), m**(1.5), m(3/2), m**(3/2), andm”(3/2), but
notoy m“3/2 or m1.5m(1.5), m*(1.5), m**(1.5), m(3/2),
m**(3/2), andm” (3/2), butnotbyms/2 orm1.5.

Table 8: Interpretation of vali8I TPIXBITPIX value.

Value Data represented
8 8 Character or unsigned binary integer

4.3.2. Units in comment fields 1616  16-bit two's complement binary integer
. e L 3232  32-bit two's complement binary integer
If the units of the keyword value are specified in the comment g,¢4  ga-pit two's comglement binar§ integer
of the header keyword, it iiscommendertcommendethatthe  _32_3 |EEEsingle precisiorsingle-precisiorfloating point
units string be enclosed in square brackets (i.e., enclogef -64-64 |IEEEdouble precisiomouble-precisiorloating point

and 7’) at the beginning of the comment field, separated from
?cet g’rl_aps\ﬂ gx a/m)pﬁgmgﬁgt ;Iilgn({g{glézrrg{(:;\;\? ogrlc(ie, ?Sp ace Charémy string V\{ithin square brackets in a comment field containi
EXPTIME = 1200./ sexposure time in SeCOnEXPTIME = a proper units string.

1200. / [s] exposure time in seconds

This widespread, bubptionabptional practice suggests that

square bracketshoulgshouldbe used in comment fields only

for this purpose. Nonetheless, softwarieould noshould not

depend on units being expressed in this fashion within a key-

word comment, and softwarghould nashould notdepend on

11



12

4.4. Keywords logical end of the header amdustmustoccur in the last 2880-

byte FITSFITSblock of the header.
4.4.1. Mandatory keywords

The total number of bits in the primary data array, exclusive
of fill that is needed after the data to complete the last 283@e-
data block (Sect3.3.2), is given by the following expression:

Mandatory keywords anequiredequired in every HDU as de-
scribed in the remainder of this subsection. Theysmustbe
used only as described in thisandar&tandard Values of the

mandatory keywordsiusmustbe written in fixed-format. NbitsNpits = |BITPIXBITPIX| X (NAXISINAXIS1 x NAXIS2NAXIS2 X -

) where Npiis musbeNyiis mustbe non-negative and is the num-
4.4.1.1. Primary header ber of bits excluding fillnm is the value ofNAXISNAXIS, and
) ) ) BITPIXBITPIX and theNAXISnNAXISn represent the values
The SIMPLESIMPLE keyword is required required to be agsociated with those keywords. Note that thedom groups
the f|rs'§ keyword in the primary hea_der of &lITSFITS files. random-grouponvention in the primary array has raore
The primary heademusmust contain the other mandatorycomplicatedmore-complicatedtructure whose size is given by
keywords shown in Tablel 7 in the order given. Other keyworgsy [2. The header of the firSi TSFITS extension in the file, if
must nomust not intervene between theSIMPLESINPLE - presentshalshall start with the firstI TSFITS block following
keyword and the lasAXISNNAXISn keyword. the data block that contains the last bit of the primary dataya
An example of a primary array header is shown in Téable 9.

; .~ In addition to the required keywords, it includes a few of the
SIMPLESIMPLE keyword. The value fieldshalshall contain . i
a logical constant with the valugT if the file conforms to '€Served keywords that are discussed in S8ct.2.

this standar&tandard This keyword is mandatory for the pri-
mary header anchust nomust noappear in extension headgrs. 4.4.1.2. Conforming extensions
A value of FF signifies that the file does not conform to this

standar§tandard All conforming extensions, whether or not further speci-
fied in this standard,musStandard,must use the keywords
defined in Tabld_10 in the order specified. Other keywords
must noimust notintervene between théTENSIONXTENSION
eyword and theGCOUNTGCOUNT keyword. The BITPIX,
AXIS, NAXISn, and ENDBITPIX, NAXIS, NAXISn, andEND
Lll<eywords are defined in Sed.4.1.

BITPIXBITPIX keyword. The value fieldshalshall contain an
integer. The absolute value is used in computing the sizéataf
structures. Ishalshall specify the number of bits that represen
a data value in the associated data array. The only valicesal
of BITPIXBITPIX are given in Tabl€l8. Writers dfITSarrays
shouldselect aBITPIXFITS arraysshouldselect aBITPIX data
type appropriate to the form, range of values, and accurcy)>arENSIONXTENSION keyword. The value field shalshall
the data in the array. contain a character string giving the name of the extension
type. This keyword is mandatory for an extension header and

NAXISNAXIS keyword. The value fieldshalshall contain a must nomust notappear in the primary header. To preclude

non-neaative inteaer no areater than 999 repr GnOUE N conflict, extension type namesusimustbe registered with the
bgrz)fzg)](?as ii thsgisogigt:c? deata era A\(/a;ueesgfnzlgg Beciani IAUFWG. The current list of registered extensions is given
Y. Ny Appendix[F. An up-to-date list is also maintained on the

that no data follow the header in the HDU. FITSSupport Ghice web sitEITS Support Glice website

NAXISnNNAXISn keywords. The NAXISnkeywords

MUSNAXISn keywords must be present for_ all 'values = 5, integer thashalshall be used in any way appropriate to de-
1, ..., NAXISn = 1, ..., NAXIS, in increasing order ofin, fine the data structure, consistent with ELj. 2/NAGE IMAGE

and for no other values ofn. The value field of this indexed (gt [71) andTABLETABLE (Sect. [7.2) extensions this key-
keywordshalshall contain a non-_negat_ive integer represemi“%/ordmusmusthave the valu®: in BINTABLE 0: in BINTABLE

the number of elements aloraxis nAxis n of a da}t_a array. extensions (SecfZ3) it is used to specify the number of bytes
A value of zero for any of _the\IAXISnNAXISn signifies that yhat follow the main data table in the supplemental data area
no data follow the header in the HDU (however, thigidom o564 the heap. This keyword is also used inrliedom groups

groups random-groupsstructure described in Sedl has | onqom-groupstructure (SectB) to specify the number of pa-
NAXIS1 [6 hasNAXIS1 =0 0, but will have data following the rametersgpregeding eacr(1 arra[g)in a grou:)y. P

header if the otheNAXISnNAXISn keywords are non-zero). If
NAXISNAXIS is equal to0, thereshall no®, thereshall notbe
anyNAXISnNAXISn keywords. GCOUNTGCOUNT keyword. The value fieldshalkhall contain
an integer thashalshallbe used in any way appropriate to define
i ) the data structure, consistent with EL. 2. This keywordmust
ENDEND keyword. This keyword has no associated valugyaye the valuel in the IMAGE, TABLEand BINTABLE1 in

Bytes 9 through 8@halshall be filled with ASCII spaces (dec- the 1uaGE, TABLE, andBINTABLE standard extensions defined
imal 32 or hexadecimal 20). THENDEND keyword marks the i, sect. [7. This keyword is also used in thendom groups

PCOUNTPCOUNT keyword. The value fieldshalshall contain

" This requirement diiers from the wording in the origin& TSFITS 8 This requirement diers from the wording in the original
papers. See AppendbiHl FITSpapers. See Appendix H.

12
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Table 9: Example of a primary array header.

Keyword records

SIMPLE = T / file does conform to FITS standardSIMPLE = T / file does confor
BITPIX = 16 / number of bits per data pixel

NAXIS = 2 / number of data axes

NAXIS1 = 250 / length of data axis 1

NAXIS2 = 300 / length of data axis 2

OBJECT = 'Cygnus X-1'

DATE = '2006-10-22'

END

random-groupstructure (Sectl) to specify the number of ran-  Table 10: Mandatory keywords in conforming extensions.
dom groups present. _
The total number of bits in the extension data array (exclu- _# Position _Keyword

sive of fill that is needed after the data to complete the 18802 1 XTENSIONXTENSION
byte data block) is given by the following expression: 2 BITPIXBITPIX
3 NAXISNAXIS
NpitsNbits = [BITPIXBITPIX| X GCOUNTGCOUNT x 4 NAXISn, nNAXISn, n=1, ...,NAXISNAXIS
(PCOUNTPCOUNT + NAXTSINAXTS1 X NAXTS2NAXIS2 X - - - X NAXTSuNAR TPCOUNT
6 GC TGCOUNT

where Nyiis musbeNyiis mustbe non-negative and is the num-
ber of bits excluding fill;nm is the value oNAXISNAXIS; and
BITPIX, GCOUNT, PCOUNTBITPIX, GCOUNT, PCOUNT, and
the NAXISnNAXISn represent the values associated with those :
keywords. IfNpis > ONpits > O, then the data arraghalshall last ENDEND
be contained in an integral number of 2880-biytESFITS data

blocks. The header of the nextT SFITSextension in the file, if ‘¢o; yalue formats of Sect 3. Otherwise said, the format for
any,shalshall start with the firstITSFITS block following the  pATEDATE keywords written after January 1 ' 20@0alshall
data block that contains the last bit of the current extendeta pe the 1SO-860Hatetimeform described in éecEQZl.l. See

kother keywords)

array. also Sec{ 915.
The value of theDATEkeyword shalDATE keyword shall
4.4.2. Other reserved keywords always be expressed in UTC when in this format, for all data

sets created on Earth.

The following formatmaymay appear on files written be-
fore January 1, 2000. The value field contains a characiagstr
giving the date on which the HDU was created, in the form
DD/MM/YY , whereDDDD/MM/YY, whereDD is the day of the
month,MMMHM the month number with January given by 01 and
December by 12, andY YY the last two digits of the year, the
first two digits being understood to be 19. Specification &f th
4.4.2.1. General descriptive keywords date using Universal Time iscommende@commendebut not
assumed.

When a newly created HDU is substantially a verbatim copy
L9f another HDU, the value of thBATEDATE keyword in the
original HDU maymaybe retained in the new HDU instead of
deating the value to the current date and time.

The reserved keywords described below apgionabptional
but if present in the header theyusmustbe used only as de-
fined in this standar&tandard They apply to anyFITSFITS
structure with the meanings and restrictions defined belay.
FITSstructuremayFITS structuremayfurther restrict the use of
these keywords.

DATEDATE keyword. The value field shalshall contain
a character string giving the date on which the HD
was created, in the formYYYY-MM-DD YYYY-MM-DD,
or the date and time when the HDU was create
in the form YYYY-MM-DDThh:mm:ss.sss.., where

YYYY shal¥YYY-MM-DDThh:mm:ss[.sss...], where YYYY oR|GINORIGIN keyword. The value fieldshalshall contain a
shall be the four-digit calendar year numb&fMMM the two- character string identifying the organization or instiat re-
digit month number with January given by 01 and Decembgponsiple for creating thiel TSFITSfile.

by 12, andDDDD the two-digit day of the month. When both

date and time are given, the literakhalll shall separate the

date and timehhshalhh shall be the two-digit hour in the day, EXTENDEXTEND keyword. The value fieldshalshall contain
mmmm the two-digit number of minutes after the hour, and logical value indicating whether thaTSFITSfile is allowed
Sssss..ss[.sss...] the number of seconds (two digits fol-to contain conforming extensions following the primary HDU
lowed by anoptionabptionalfraction) after the minute. Default This keywordmaymay only appear in the primary header and
valuesmust nomust notbe given to any portion of the ddtiene must nomust noappear in an extension header. If the value field
string, and leading zerosiust nomust notbe omitted. The is Tthen therenmayT then therenaybe conforming extensions in
decimal part of the seconds fielddstionahndmayoptionaland the FITSFITSfile following the primary HDU. This keyword is
maybe arbitrarily long, so long as it is consistent with the suleonly advisory, so its presence with a valU€ does not require

13



14

that theFITSFITSfile contains extensions, nor does the absent&LESCOPTELESCOP keyword. The value field shalshall
of this keyword necessarily imply that the file does not contacontain a character string identifying the telescope useait
extensions. Earlier versions of thisandardStandardstated that quire the data associated with the header.

the EXTENDkeywordmusEXTEND keywordmustbe present in
the primary header if the file contained extensions, butithi®

longerrequiredequired INSTRUMEINSTRUME keyword. The value field shalkhall

contain a character string identifying the instrument usealc-
quire the data associated with the header.

BLOCKEDBLOCKED keyword. This keyword is deprecated and

should noshould notbe used in newrITSFITS files. It is re-  gSERVEROBSERVER keyword. The value field shalshall

served primarily to prevent its use with other meanings. &S p ¢onain a character string identifying who acquired thea dest-
viously defined, this keyword, if used, wasquiredequiredto  ggciated with the header.

appear only within the first 36 keywords in the primary header

Its presence with theequiredrequiredlogical value of TT ad-

vised that the physical block size of tR€T SFITSfile on which OBJECTOBJECT keyword. The value fieldshalshall contain a
it appearsnaymaybe an integral multiple of thel TSFITSblock ~ character string giving a name for the object observed.
length and not necessarily equal to it.

4.4.2.3. Bibliographic keywords

4.4.2.2. Keywords describing observations

AUTHORAUTHOR keyword. The value fieldshalkshall contain

a character string identifying who compiled the informatio

the data associated with the header. This keyword is apiptepr
for DATE-OBSkeywordsshalDATE-O0BS keywordsshall fol- -\ hen the data originate in a published paper or are compiled
low the prescriptions for th®ATEDATE keyword (Sect.4.4.2 ¢ many sources

and Sect[9.1]1 Either the four-digit year format or the two- '
digit year format maymay be used for observation dates

from 1900 through 1999although the four-digit format is' REFERENCREFERENC keyword. The value field shalshall
recommende@commended contain a character string citing a reference where the

When the formatwith a four-digityear is used, the defaultif@f@ associated with the header are published. It is
terpretations for timehouldhouldbe UTC for dates beginning 'ecommende@commendedhat either the 19-digit biblio-
1972-01-01 and UT before. Other date and time scales are pEPhIC identifid used in the Astrophysics Data System bibli-
missible. The value of thBATE-OBSkeywordshalDATE-ops 09raphic databasediftp: //adswww.harvard.edu/) or the
keywordshall be expressed in the principal time system or tim@!9ital Object Identifier http: //doi .org) be included in the
scale of the HDU to which it belongs; if there is any chancé!ué string when available (e.g.1994A&AS..103..13540r
of ambiguity, the choicehoulgshouldbe clarified in comments. ’dO|:_10.10061mb|_.19_98.2354 1994A%A5..103..1354 or
The value 0DATE-OBSshalDATE-0BS shallbe assumed to re- 401 :10.1006/jmbi. 1998.2354).
fer to the start of an observation, unless another inteapioet is
clearly explained in the comment field. Explicit specifioatof 4 4.2 4. commentary keywords
the time scale isecommendegcommendedy default, times
for TAl and times that run simultaneously with TAl,@., UTC
and TT, will be assumed to be as measured at the detectan (or, These keywords provide commentary information about the
practical cases, at the observatory). For coordinate tsuels as contents or history of the=ITSfile and mayFITS file and
TCG, TCB and TDB, the defaulthalshall be to include light- may occur any number of times in a header. These keywords
time corrections to the associated spatial origin, nanteygeo- shalshall have no associated value even if the value indica-
center for TCG and theolar-systenSolar Systembarycenter tor characters=_" appear inbyte8ytes 9 and 10 (hence it
for the other two. Conventionsiaymay be developed that useis recommende@commendethat these keywords not contain

other time systems. Time scales are now discussed in detaithe value indicator). Bytes 9 through 8@ymaycontain any of
Sect[9.211 and Tab[e30. the restricted set giSCIIASCII-texttextcharacters, decimal 32

When the value 0DATE-OBATE-0BS is expressed in the through 126 (hexadecimal 20 through 7E).

P . : In earlier versions of thistandardStandardontinued string
two-digit year form, allowed for files written before Janydr,
2000 with a year in the range900-1999900—1999there is no keywords (seesect4.2.1.2) could be handled as commentary

: : - keywords if the relevant convention was not supported. Now
gﬁ;ag}t;sz%r:g%gggﬁ to whether it refers to the start, ridd CONTINUEkeywordsshallCONTINUE keywordsshall be hon-

oured as specified iBectionSect[4.2.1.2.

DATE-OBSDATE-O0BS keyword. The format of the value field

DATExxDATExxxx keywords. The value fields for all key- commMENTCOMMENT keyword. This keywordmaymaybe used
words beginning with the strin@ATEDATE whose value con- 14 supply any comments regarding th& SFITSfile.

tains date, andptionallytime, informationshalshall follow the
prescriptions for theDATE-OBSDATE-0BS keyword. See also & This bibliographic conventiori (Schmitz etlal, _1095) wasiatiy
Sect.[9.111 for thelatetimeformat, and Sec{_9.5 for further developed for use within NED (NASRPAC Extragalactic Database)
global time keywords specified by the Standard. and SIMBAD (operated at CDS, Strasbourg, France).
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HISTORYHISTORY keyword. This keywordshoulagshould be Besides its use in representing floating-point values dedca
used to describe the history of steps and procedures atsbciintegers (see the description of tBE CALEBSCALE keyword),
with the processing of the associated data. the BZERCBZERO keyword is also used when storingisigned
integerunsigned-integevalues in theFITSFITS array. In this
S . special case thBSCALEkeyword shalBSCALE keywordshall
Keyword field is blank. This keywordmaymaybe used to sup- have the default value 01.01.0, and the BZEROkeyword

ply any comments regarding the TSFITS ile. Itis frequently g3 1p7pRo keywordshall have one of the integer values shown
used for aesthetic purposes to provide a break between IroPrableT1

of related keywords in the header. Since theFITSFITS format does not support a native un-

signed integer data type (except for the unsigéedt eight-bit

A sequence of one or more entirely blank keyword recordiyte data type), the unsigned values are stored if-th€FITS
(consisting of 80 ASCII space characters) that immedigiedy array as native signed integers with the appropriate imteffjget
cede theeNDkeyword mayEND keywordmaybe interpreted as specified by the8ZEROBZERO keyword value shown in the ta-
non-significant fill space thabhaymaybe overwritten when new ble. For the byte data type, the converse technique can beaise
keywords are appended to the header. This usage conventionstore signed byte values as native unsigned values withefe n
ables an arbitrarily large amount of header space to belpreahtive BZERCBZERO offset. In each case, the physical value is
cated when th&ITSFITSHDU is first createdwhich can help computed by adding thefiset specified by th8ZERCBZERO
mitigate the potentially time-consuming alternative oving to  keyword to the native data type value that is stored in the
shift all the following data in the file by 2880 bytes to makemo FITSfile.FITSfile[d
for a newFITSFITSheader block each time space is needed for

a new keyword. ) .
BUNITBUNIT keyword. The value fieldshalshall contain a

. character string describing the physical units in which the
4.4.2.5. Keywords that describe arrays quantities in the array, after application &SCALEand

_ BZEROBSCALE and BZERO, are expressed. These units
These keywords are used to describe the contents of @0smustfollow the prescriptions of SecE.3.

array, either in the primary array, in amageIMAGE extension
(Sect.[Z), or in a series of random groups (SdG}. They are
optionabptional but if they appear in the header describing aRLANKBLANK keyword. This keywordshalshall be used only
array or groups, thesnusmustbe used as defined in this sectiorn headers with positive values &iTPIXBITPIX (i.e., in ar-
of this standard. Theghall noStandard. Theghall notbe used rays with integer data). Bytes 1 through 8 contain the string
in headers describing other structures unless the meanihgi ~BLANK....' (ASCII spaces inbyteBytes6 through 8). The
same as defined here. value fieldshalshall contain an integer that specifies the value
that is used within the integer array to represent pixelshhse
an undefined physical value.
If the BSCALEand BZERCBSCALE and BZERO keywords
not have the default values ©f0 and 0.2.0 and®.0, re-
spectively, then the value of theL ANK keyword musBLANK

BSCALEBSCALE keyword. This keywordshalshall be used,
along with theBZEROBZERO keyword, to linearly scale the ar- do
ray pixel values (i.e., the actual values stored in FHESFITS
file) to t_ransform them into the physical values that theyreep keyword must equal the actual value in thEITSFITS data
sent using EQ.3. array that is used to represent an undefined pixel and not
physicalvalue = BZEROBZERO + BSCALEBSCALE x arrayval(® the corresponding physical value (computed from [Eg. 3). To
cite a specific, common examplensigned 16-bit integers
The value fieldshalshall contain a floating-point number rep-are represented in aigned integer FITSFITS array (with
resenting the cdicient of the linear term in the scaling equas|TPIXBITPIX = 1616) by settingBZERO BZERO =3276&nd
tion, the ratio of physical value to array value at zend 0 BSCALE 32768 and BSCALE =1 1. If it is desired to use
set. The default value for this keyword 1s01.0. Before sup- pixels that have amnsignedvalue (i.e., the physical value)
port for IEEE floating-point data types was addedtdSFITS equal to 0 to represent undefined pixels in the array, then the
(Wells & Grosbgl | 1990), this technique of linearly scalimg i BLANK keyword musBLANK keywordmustbe set to the value
teger values was the only way to represent the full range 082768-32768 because that is the actual value of the undefined
floating-point values in &ITSFITS array. This linear scaling pixels in theFITSFITS array.
technique is still commonly used to reduce the size of tha dat

array by a factor of two by representing 32-bit floating-pioin ]
physica| values as 16-bit scaled integers_ DATAMAXDATAMAX keyword. The value fieldshalkhall alwayS

contain a floating-point number, regardless of the value of

) BITPIXBITPIX. This numbeshalshallgive the maximum valid
BZEROBZERO keyword. This keyword shalshall be used,

along with theBSCALEBSCALE keyword, to linearly scale the

array pixel values (i.e., f{he actual val_ues stored INFNESFITS the BZERO BZERO values is to simply flip thenost significanimost-
file) to t_ransform them into the. physical Values_that the}feep significantbit of the binary value. For example, usi®@gbit eight-bit
sent using Ed.13. The value fiekhalshall contain a floating- jntegers, the decimal value 248 minus tRERO BZERO value of
point number representing the physical value corresp@hin 128128 equals 120. The binary representation of 248 is 11111000.
an array value of zero. The default value for this keyword islipping themost significanmost-significanbit gives the binary value
0.09.0. 01111000, which is equal to decimal 120.

9 A more computationally ficient method of adding or subtracting
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Table 11: Usage dBZERCBZERO to represent non-default integer data types.

BITPIX BITPIX Native Physical BZEROBZERO
data type data type
8 8 unsigned signed byte -128-128  (-2)
1616  signed  unsigned 16-bit 327682768  (2°)
3232 signed unsigned 32-bit 2147483648147483648  (2%1)

6464 signed  unsigned 64-bit 922337203685477580823372036854775808  (25%)

physical value represented by the array (from[Eq. 3), ekadusfor use by the convention described in Apperldix K. If present
of any IEEE special values. it shalshall appear in the extension header immediately after
the mandatory keywords, and be used as described in the

DATAMINDATAMIN keyword. The value fieldshalshall always Appendbappendix

contain a floating-point number, regardless of the value of

BITPIXBITPIX. This numbeshalkhallgive the minimum valid INHERITINHERIT keyword. The value fieldshalshall contain

physical value represented by the array (from[Eq. 3), ekaus a logical value offor FT or F to indicate whether or not the cur-

of any IEEE special values. rent extension should inherit the keywords in the primaigdes
of the FITS FITSfile.

WCS keywords. An extensive set of keywords have been de-

fined to describe the world coordinates associated withr@yarg.2.217 Data Integrity KeywordsData-integrity keywords
These keywords are discussed separately in §ct.

. The two keywords described here provide an integrity check
4.4.2.6. Extension keywords on the information contained iRITSFITSHDUS.

The next three keywords were originally defined for use
within the header of a conforming extension, howevebATASUMKeywordDATASUM keyword. The value field of the
they also maymay appear in the primary header with arDATASUMkeyword shalDATASUM keyword shall consist of a
analogous meaning. If these keywords are present, it dsaracter string thathouldccontain the unsigned integshould
recommende@commendethat they have a unique combina-contain the unsigned-integealue of the 32-bitl’ s ones’
tion of values in each HDU of thelTSFITSfile. complement checksum of the data records in the HDU (i.e., ex-
cluding the header records). For this purpose, each 28&9-by
FITSlogical record shouldFITS logical recordshouldbe inter-
Cﬁreted as consisting of 720 32-bit unsigned integers.4Toair
ytes in each integemusimustbe interpreted in order of de-
reasing significance where thest significantost-significant
byte is first, and thdeast significantieast-significantyte is
Qast. Accumulate the sum of these integers uslng ones’
complement arithmetic in which any overflow of theost sig-
nificantmost-significanbit is propagated back into theast sig-

EXTVEREXTVER keyword. The value fieldshalshall contain nificantleast-significanbit of the sum.

an integer to be used to distinguish amonfjedtent extensions ~ The DATASUMDATASUM value is expressed as a character
in a FITSFITSfile with the same type and name, i.e., the sansdring (i.e., enclosed isingle quotesingle-quotecharacters)
values forXTENSIONandEXTNAMEXTENSION andEXTNAME. because support for the full range of 32-bibsigned inte-
The values need not start wifhi for the first extension with a ger unsigned-integekeyword values is problematic in some
particular value oEXTNAMEEXTNAME and need not be in se-software systems. This stringay may be padded with non-
guence for subsequent values. If tB8TVEREXTVER keyword significant leading or trailing blank characters or leadiegos.

is absent, the filshouldhouldbe treated as if the value wete A string containing only one or more consecutive ASCII blsink
1. may may be used to represent an undefined or unknown value
for the DATASUMDATASUM keyword. TheDATASUMkeyword

i may DATASUM keyword may be omitted in HDUs that have
EXTLEVELEXTLEVEL keyword. The value field shalshall 4 4ata records, but it is preferable to include the keyword
contain an integer specifying the level in a hierarchy oeexsion ith 3 value of0. 9. Otherwise, a missinPATASUMDATASUM
levels of the extension header containing it. The valo@ibe 1 ov\ord asserts no knowledge of the checksum of the data
shall be 1 for the highest level; levels with a higher value otacorgs. Recording in the comment field the ISO-8601-forediat

this keywordshalshall be subordinate to levels with a lov,"erDatetime(ISO 2004bwhen the value of this keyword record is
value. If theEXTLEVELEXTLEVEL keyword is absent, the file raated or updated [scommende@commended

shoulsshouldbe treated as if the value wetel.

EXTNAMEEXTNAME keyword. The value field shalshall
contain a character string to be used to distinguish amafrg
ferent extensions of the same type, i.e., with the same \mtluec
XTENSIONXTENSION, in aFITSFITSfile. Within this context,
the primary arrayshoulghouldbe considered as equivalent t
anIMAGE IMAGE extension.

CHECKSUMKeywordCHECKSUM keyword. The value field of
The following keyword isoptionabptional but is reserved the CHECKSUMkeywordshallCHECKSUM keywordshallconsist
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of an ASCII character string whose value forces the 32-Hiit shalshallbe first, and the byte that has the oneshitlshall
1" s ones’ complement checksum accumulated over the entibe last.

FITSFITSHDU to equal negative 0. (Note thabness comple-
ment arithmetic has both positive and negative zero eleshen
It is recommendecommendethat the particular 16-character

string generated by the algorithm described in Appefitlix J B&ch characteshalshall be represented by one byte. A charac-
used. A string containing only one or more consecutive ASGir shalshall be represented by ifs bit seven-bitASCII (ANSI
blanksmay maybe used to represent an undefined or unknoWi®77) code in théow orderlow-orderseven bits in the byte. The
value for theCHECKSUMCHECKSUM keyWOfd. high_order bitshalshall be zero.

The CHECKSUMkeyword valuemusCHECKSUM keyword
value mustbe expressed in fixed format, when the algorithm
in Appendix[J is used, otherwise the usage of fixed format %s2- Intégers
recommende@commendedRecording in the comment field theg 5 1 Eight-bit
ISO-8601-formatted Datetime when the value of this keyword
record is created or updatedrisszommende®commended Eight-bit integersshalshall be unsigned binary integers, con-

If the CHECKSUMCHECKSUM keyword exists in the headertained in one byte with decimal values ranging from O to 255.
of the HDU and the accumulated checksum is not equl-0,
or if the DATASUMDATASUM keyword exists in the header of
the HDU and its value does not match the data checktuem
this provides a strong indication that the content of the HDBixteen-bit integershalshall be two’s complement signed bi-
has changed subsequent to the time that the respective ketywwary integers, contained in two bytes with decimal valueg+a
value was computed. Such an invalid checksum may indicétg from-32768 to+-32768 to+32767.
corruption during a prior file copy or transfer operation,aor
corruption of the physical media on which the file was stoted. ) .
may alternatively reflect an intentional change to the digdfi  °-2-3- Thirty-two-bit

subsequent data processing if the ECKSUMCHECKSUM value  Thjrty-two-bit integersshalshall be two’s complement signed
was not also updated. binary integers, contained in four bytes with decimal value
ranging from-2147483648 ta-—2147483648 ta-2147483647.

Normally both keywords will be present in the header if ei-
ther is present, but this is notquiredequired These key- 52 4. Sixty-four-bit
words applyonly to the HDU in which they are contained. o . .
If these keywords are written in one HDU of a multi-HDUSIXty-four-bitintegershalshallbe two's complement signed bi-
FITSFITS file then it is strongly recommendethat they also hary integers, contained in eight bytes with decimal vataeg-
be written to every other HDU in the file with values approlnd from-9223372036854775808 t6-9223372036854775808
priate to each HDU in turn; in that case the checksum a@ +9223372036854775807.
cumulated over the entire file will equad -0 as well. The
DATASUMkeyword musDATASUM keyword must be updated
before theCHECKSUMCHECKSUM keyword. In general updat-
ing the two checksum keywordshould should be the final The FITSFITS format does not support a native unsigned in-
step of any update to either data or header recordsHiil& teger data type (except for the unsigned 8-bit byte data)type
FITS HDU. It is highly recommende@commendedhat if a therefore unsigned 16-bit, 32-bit, or 64-bit binary integean-
FITSFITSfile is intended for public distribution, then the checknot be stored directly in &I TSFITS data array. Instead, the ap-
sum keywords, if presermghouldshouldcontain valid values.  propriate éfsetmusiustbe applied to the unsigned integer to
shift the value into the range of the corresponding signesir,
which is then stored in thEITSFITS file. The BZERO keyword
shalBZERO keywordshallrecord the amount of thefiset needed

New keywordsnaymaybe devised in addition to those describe{P restore the original unsigned value. TB&CALEBSCALE
in this standar@tandardso long as they are consistent with the€yword shalshall have the default value af.0 1.0 in this
generalized rules for keywords and do not conflict with mand§@S€, and the approprigf& ERCBZERO value, as a function of
tory or reserved keywords. Any keyword that refers to or d&!TPIXBITPIX, is specified in Table 11. _
pends upon the existence of other specific HDUs in the same or 1hiS same techniquenusmustbe used when storing un-
other filesshouldshouldbe used with caution because the peigned integers in ainary tablebinary-tablecolumn of signed

sistence of those HDUs cannot always be guaranteed. integers (Sect.[Z.3.2). In this case th& SCALNTSCALN key-
word (analogous t@SCALE) shalBSCALE) shall have the de-

fault value of1.01.0, and the appropriafeZEROrTZEROnvalue
(analogous t@ZEROBZERO) is specified in Table19.

.1. Characters

5.2.2. Sixteen-bit

5.2.5. Unsigned integers

4.4.3. Additional keywords

5. Data Representation representation

Primary and extension datdalshall be represented in one ofg 5 |zg£.
the formats described in this sectidil.TSdatashalFITS data

shall be interpreted to be a byte stream. Bytes are in big-endiiransmission of 32- and 64-bit floating-point data withire th
order of decreasing significance. The byte that includesitire FITSformat shalFITS format shall use the ANSIEEE-754

754 floating point
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standard[(IEEE|_1985BITPIXBITPIX = -32andBITPIX-32 Table 12: Mandatory keywords in primary header preceding ra
andBITPIX = -64-64 signify 32- and 64-bit IEEE floating-point dom groups.

numbers, respectively; the absolute valueBofPIXBITPIX is
used for computing the sizes of data structures. The fulBB& _# Position Keyword

of number forms is allowed fd¥I TSFITSinterchange, including 1 SIMPLE SIMPLE = TT
all special values. 2 BITPIXBITPIX
The BLANK BLANK keywordshould nashould notbe used 3 NAXISNAXIS
when BITPIXBITPIX = -32-32 or -64-64; rather, the IEEE 4 NAXIS1 NAXTS1 = 08
NaN shouldshouldbe used to represent an undefined value. Use  ° NAXISn, nNAXISN, n=2, ..., value oNAXISNAXIS
of theBSCALEandBZEROBSCALE andBZERO keywords isnot :
recommendenbt recommended (other keywords, whicimnusmustinclude . ..)
AppendiXE has additional details on the IEEE format. GROUPSGROUPS = TT
PCOUNTPCOUNT
GCOUNTGCOUNT
5.4. Time .
There is strictly no such thing as a data typetfiore valuediata, last ENDEND
but rules to encode time values are given in §dct. 9 and in more
detail inlRots et al. (2015). NAXISINAXIS1 keyword. The value fieldshalshallcontain the

integer00, a signature ofandom groupsandom-groupformat
indicating that there is no primary data array.

6. Random groups Random-groups structure

NAXISNNAXISn keywords (n=2n = 2, ..., value of
NAXISNAXIS). The NAXISnkeywordsmusNAXISn keywords
mustbe present for all values= 2, ..., NAXISh = 2, ... ,NAXTS,

ig increasing order ofin, and for no larger values ofn. The
value fieldshalshall contain an integer, representing the num-
ber of positions alongxis n-1Axis n — 1 of the data array in
each group.

Therandom groupsandom-groupstructure allows a collection
of ‘groups’, where a group consists of a subarray of data aed a
of associated parameter values, to be stored withid theFITS
primary data array. Random groups have been used almost
clusively for applications in radio interferometry; outsithis
field, there is little support for reading or writing data img for-
mat. Other than the existing use for radio interferometada
the random groupsandom-groupstructure is deprecated and

should noshould nobe further used. For other applications, th&EROUPSGROUPS keyword. The value fieldshalshall contain
binary tablebinary-table extension (SectZ.3) provides a more the logical constantT. The valueTT associated with this key-
extensible and better documented way of associating groupsyord implies thatrandom groupsandom-groupsecords are

data within a single data structure. present.
6.1. Keywords PCOUNTPCOUNT keyword. The value fieldshalshall contain

an integer equal to the number of parameters preceding each a
6.1.1. Mandatory keywords ray in a group.

The SIMPLESIMPLE keyword isrequiredequired to be the

first keyword in the primary header of @lITSFITS files, in-  GCOUNTGCOUNT keyword. The value fieldshalshall contain
cluding those withrandom groupmndom-groupgecords. If an integer equal to the number of random groups present.
the random groupgandom-groupgormat records follow the

primary header, the keyword records of the primary header , i
musmustuse the keywords defined in Tatlel 12 in the ordéf\DEND keyword. This keyword has no associated value.
specified. No other keywordsiaymay intervene between the Bytes 9 thrqugh 8@halkhall contain ASCII spaces (decimal 32
SIMPLESIMPLE keyword and the lasNAXISnNAXISn key- O hexadecimal 20).

word.

The total number of bits in theandom groupsandom-groups

SIMPLESTMPLE keyword. The keyword record containing thiSrecords exclusive of the fill described in S€6t2 is given by the
' g)llowing expression:

keyword is structured in the same way as if a primary datayarr
were present (Seci.4.1).

NpitsNpits = |[BITPIXBITPIX| X GCOUNTGCOUNT X

BITPIXBITPIX keyword. The keyword record containing this (PCOUNTPCOUNT + NAXIS2NAXIS2 x NAXIS3NAXIS3 x - -

keyword is structured as prescribed in S&E#.1. ) . .
where Npis iSNpits IS non-negative and the number of

bits excluding fill; mm is the value of NAXISNAXIS; and
NAXISNAXIS keyword. The value fieldshalshall contain an BITPIX, GCOUNT, PCOUNTBITPIX, GCOUNT, PCOUNT, and
integer ranging from 1 to 999, representing one more than tthee NAXISNNAXISn represent the values associated with those
number of axes in each data array. keywords.
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6.1.2. Reserved keywords data do not fill the final data block, the remainder of the block
shalshall be filled with zero values in the same way as a pri-
mary data array (SecB.3.2). Ifrandom groupsandom-groups
records are present, therkealshall be no primary data array.

PTYPENPTYPEn keywords. The value fieldshalshall contain

a character string giving the name jpdirametenParameten.

If the PTYPEIPTYPEn keywords for more than one value of
nn have the same associated name in the value field, then the

data value for the parameter of that name is to be obtained ®. Data representation

adding the derived data values of the corresponding paeamet gmissible data representations are those listed in S8ct.

This rule provides a mephanism by which a rand(_)m paramer& rameters and elements of associated data astaishall
maymayhave more precision than the accompanying data arr@gve the same representation. If more precision is reqfined

elements; for example, by summing two 16-bit values with t iated ter than f | t of a data dreay. t
first scaled relative to the other such that the sum forms eoeam ") 3SSOC1ated parameter han for an element of a data Y
of up to 32-bit precision. parameteshalshall be divided into two or more addends, rep-
resented by the same value for thé@ YPEIPTYPEn keyword.
The valueshalshall be the sum of the physical values, which
PSCALNPSCALN keywords. This keywordshalshall be used, maymay have been obtained from the group parameter values
along with thePZERO®PZERON keyword, when the" FITSh" = using thePSCALrandPZEROPSCALN andPZERON keywords.
FITS group parameter value is not the true physical value, to
transform the group parameter value to the true physicalkegal .
it represents, using EQl 5. The value fieldalshall contain a 7. Standard extensions

floating-point number representing the fiament of the linear A standard extension is a conforming extension whose or-
term in EqL5, the scaling factor between true values andmroganization and content are completely specified in this
parameter values at zerdiset. The default value for this key-standar@tandardThe specifications for thgthreecurrently de-
word is1.01.0. fined standard extensions, namely,

PZERONPZERON keywords. This keywordshalshall be used, 1 '|MAGE’ IMAGE extensions:
along with thePSCALPSCALN keyword, when the™ FITSn™"

FITS group parameter value is not the true physical value, ¥ 'TAB|E’ ASCII tableTABLE ASClII-tableextensions; and
transform the group parameter value to the physical valbe. T

value fieldshalshall contain a floating-point number, represent3 'gINTABLE’ binary table extensions BINTABLE binary-

ing the true value corresponding to a group parameter vdlue 0 {gple extensions

zero. The default value for this keywordd<08. 0. The transfor-

mation equation is as follows: are given in the following sections. A list of other confonyi
extensions is given in AppendiX F.

physicalvalue = PZERONPZERON + PSCALnPSCALRN X groupparn}vi'allf%%%%aerm\{gl(fe

The FITSmage FITS IMAGE extension is nearly identical in

structure to the the primary HDU and is used to store an arfray o

data. MultipleimageIMAGE extensions can be used to store any

Random groups dashalRandom-groups datshall consist of number of arrays in a single TSFITSfile. The first keywordn

a set of groups. The number of grougisalshall be specified by an image extensioshalrecord in anIMAGE extensiorshall be

the GCOUNTGCOUNT keyword in the associated header. EachTENSION=_"IMAGE.....'XTENSION=,"IMAGE...".

groupshalkhall consist of the number of parameters specified

by thePCOUNTPCOUNT keyword followed by an array with the

number of elementsSleiem givenNeiem givenby the following ex-

pression: The XTENSIONkeyword is requireKTENSION keyword is
required to be the first keyword of almageIMAGE extensions.
The keyword records in the header of an image extension

NeiemNelem = (NAXIS2NAXIS2 x NAXIS3NAXIS3 X --- x NAXISmNAKISHi@St use the keywords defined in Taljle] 13 in the order
specified. No other keywordsiaymay intervene between the

where Neiem Nelem is the number of elements in the data arXTENSIONandGCOUNTXTENSION andGCOUNT keywords.

ray in a group,mm is the value of NAXISNAXIS, and the

NAXISnNAXISnrepresent the values associated with those ki

words.

The first parameter of the first grogpalshallappear in the
first location of the first data block. The first element of each
ray shalshallimmediately follow the last parameter associateBI TPIXBITPIX keyword. The value fieldshalshall contain an
with that group. The first parameter of any subsequent groimpeger. The absolute value is used in computing the sizes of
shalshallimmediately follow the last element of the array of thelata structures. khalshall specify the number of bits that rep-
previous group. The arrayhalshall be organized internally in resent a data value. The only valid value®6f PIXBITPIX are
the same way as an ordinary primary data array. If the grougisen in Table[B. Writers of MAGE extensionsshouldselect a

6.2. Data sequence

7.1.1. Mandatory keywords

SYTENSIONXTENSION keyword. The value field shalshall
contain the character strif@MAGE_._..." .
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Table 13: Mandatory keywords imageIMAGE extensions. 7.1 3. Data sequence

#Position Keyword The data formashalkhall be identical to that of a primary data
1 XTENSTON=..' TMAGE. .." array as described in Se@.3.2.
2 BITPIXBITPIX
3 NAXISNAXIS :
4 NAXISN, nNAXISA, n= 1, ... NAXISNAXTS 7.2. The ASCII table ASClII-table extension
5 PCOUNTPCOUNT = 08 The ASCII table ASClI-table extension provides a means of
6 GCOUNTGCOUNT = 11

storing catalogs and tables of astronomical dat&IinSFITS

: format. Each row of the table consists of a fixed-length se-
(other keywords . ..) qguence of ASCII characters divided into fields that corresbo
) to the columns in the table. The first keywdrdan ASCII ta-
: ble extensiorshalbe record in an ASCIlI-table extensiashall

last ~ ENDEND beXTENSION=.,'TABLE....".

BITPIXIMAGE extensionshouldselect sBITPIX data type ap-
propriate to the form, range of values, and accuracy of tha d
in the array. The header of am\SCII table extensiomusiASClI-table ex-
tension must use the keywords defined in Table]14. The
first keyword musbe XTENSIONmust be XTENSION; the
NAXISNAXIS keyword. The value fieldshalshall contain a seven keywords followingKTENSION(BITPIX...TFIELDS)
non-negative integer no greater than 999, representinguthe  MUSKTENSION (BITPIX...TFIELDS) mustbe in the order spec-
ber of axes in the associated data array. If the value is hero t ified with no intervening keywords.
theimage extensioshall NnoIMAGE extensiorshall nothave any
data blocks following the header.

g.z.l. Mandatory keywords

XTENSIONXTENSION keyword. The value field shalkhall
contain the character stringilue text' TABLE_....".

NAXISnNNAXISn keywords. The NAXISnkeywords
musNAXISn keywords must be present for all values = BITPIXBITPIX keyword. The value fieldshalshall contain the
1, ..., NAXISn = 1, ..., NAXIS, in increasing order ofin, integer88, denoting that the array contains ASCII characters.

and for no other values afn. The value field of this indexed

keywordshalkhall contain a non-negative integer, representi , .
the number of elements aloraxis nAxis n of a data array. If n!qAXISNAXIS keyword. The vaIu_e fieldshalkhall contain the
integer 22, denoting that the included data array is two-

the value of any of thélAXISnNAXISn keywords is zero, then di ional- d col
the image extensiorshall noIMAGE extensionshall not have Imensional: rows and columns.
any data blocks following the header.NFAXISNAXTS is equal

to 0, thereshould nobe anyNAXISn® thereshould notbe any  NAXISINAXIS1 keyword. The value fieldshalshall contain a
NAXISn keywords. non-negative integer, giving the number of ASCII charater
each row of the table. This includes all the characters irdée
fined fields plus any characters that are notincluded in atd; fie
PCOUNTPCOUNT keyword. The value fieldshalshall contain

the integei0o, NAXIS2NAXIS2 keyword. The value fieldshalshall contain a

non-negative integer, giving the number of rows in the table

GCOUNTGCOUNT keyword. The value fieldshalshall contain
the integerll; eachimage IMAGE extension contains a singlePCOUNTPCOUNT keyword. The value fieldshalshall contain
array. the integeo.

. ) GCOUNTGCOUNT keyword. The value fieldshalkhall contain
ENDEND keyword. This keyword has no associated valugne jntegerl1; the data blocks contain a single table.
Bytes 9 through 88halkhall be filled with ASCII spaces (deci-

mal 32 or hexadecimal 20).
TFIELDSTFIELDS keyword. The value fieldshalshall contain
a non-negative integer representing the number of fieldagh e

7.1.2. Other reserved keywords row. The maximum permissible value is 999.

The reserved keywords defined in Sedd.4.2 (except for TBCOLnTBCOLn keywords. The TBCOLnkeywords
EXTENDand BLOCKED) mayEXTEND and BLOCKED) may musTBCOLnh keywords must be present for all values =
appear in anmage extensioimage-extensioheader. The key- 1, ..., TFIELDS = 1, ..., TFIELDS and for no other values of
wordsmusmustbe used as defined in that section. nn. The value field of this indexed keyworthalshall contain
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Table 14: Mandatory keywords iSCII tableASCII-tableextensions.

#Position Keyword

1 XTENSION=_ 'TABLE..."

2 BITPIX BITPIX = 88

3 NAXIS NAXIS = 22

4 NAXIS1INAXIS1

5 NAXIS2NAXIS2

6 PCOUNTPCOUNT = 00

7 GCOUNTGCOUNT = 11

8 TFIELDSTFIELDS
(other keywords, including (if FIELDSTFIELDS is not zero) ...)
TTYPEn n=1, 2, ..., kwhere KTYPEn, n = 1, 2, ..., Kk, wherek is the value off FIELDS(RecommenderFIELDS (recommended
TBCOLnN, n=1, 2, ..., kwhere KBCOLn,n =1, 2,..., k, wherek is the value ofTFIELDS(RequiredFIELDS (required
TFORMnN n=1, 2, ..., k where KFORMN, n = 1, 2, ...,k, wherek is the value offFIELDS(RequiredFIELDS (required

last ENDEND

Table 15: Valid TFORMITFORMn format values in 7.2 2 Other reserved keywords

TABLETABLE extensions.
In addition to the reserved keywords defined in SECH.2 (ex-
cept for EXTENDand BLOCKEDEXTEND and BLOCKED), the
Fieldvalue Data type following other reserved keywordsaymaybe used to describe
Aw Aw Character the structure of amASCIl table ASCII-table data array. They
lwIn  Decimal integer are optionabptional but if they appear within alSCI| table
Fw.dFw.d Floating-point, fixed decimal notation ASClI-tableextension header, theyusmustbe used as defined
Ew.dEw.d Floating-point, exponential notation in this section of thistandar&tandard

Dw.dDw.d Floating-point, exponential notation

TTYPENTTYPEn keywords. The value field for this indexed
Notes.w is the width in characters of the field adds the number of key_word s_haIBhaII pontaln a character string giving the name
digits to the right of the decimal. of field nField n. It is strongly recommendetthat every field of
the table be assigned a unique, case-insensitive namehisth t
an integer specifying the column in whicield nField n starts. keyword, and it isecommenderécommendethat the charac-
The first column of a row is numbered 1. ter string be composed only afpper and lower casapper-
and lower-caséetters, digits, and the underscore (_’, dec-
imal 95, hexadecimal 5F) character. Use of other charaiders
not recommendatbt recommendeldecause it may be fiicult
TEORMNTFORMN keywords. The TFORMrkeywords to map the column names into variables in some languages (e.g
musTFORMn keywords must be present for all values = any hyphens or® +" **’ or ’+’ characters in the name may
1, ..., TFIELDS = 1, ..., TFIELDS and for no other values of b€ confused with mathematical operators). String compasis
nn. The value field of this indexed keyworhalshall contain With the TTYPErkeyword valuesshould noTTYPEn keyword
a character string describing the format in whighd nFieldn  valuesshould notbe case sensitive (e.gTIME" and "Time’
is encoded. Only the formats in Tablel 15, interpreted ag&ort Should TIME” and Time’ shouldbe interpreted as the same
(ISG [2004) input formats and discussed in more detail in.SeBgme).
[7.2.5, are permitted for encoding. Format codessmustbe

specified in upper case. Other format editing codes COMMERyThTyNTTN keywords. The value fieldshalshall contain
to Fortran such as repetition, positional editing, scaliagd 5 character string describing the physical units in whic th
field termination are not permitted. All values in numeridd& quantity infield nField n, after any application of SCALnand

have a number base of ten (i.e., they are decimal); binatgl, 07RO TscaLn and TZERON, is expressed. Unitsnusmust
hexadecimal, and other representations are not permittesl. follow the prescriptions in SecE.3.

TDISPrTDISPNn keyword, defined in SeclZ.Z2.2, may [7.2.2,
may be used taecommendhat a decimal integer value in an
ASCII table be displayed as the equivalent binary, octal, 8SCALNTSCALn keywords. This indexed keywordshalshall
hexadecimal value. be used, along with th&ZEROITZERON keyword, to linearly
scale the values in the talffeld nField n to transform them into
the physical values that they represent using[Eq. 7. Thesvalu
field shalkshall contain a floating-point number representing the
ENDEND keyword. This keyword has no associated valuecodticient of the linear term in the scaling equation. The default
Bytes 9 through 8@halkhall contain ASCII spaces (decimal 32value for this keyword i4.01 . 8. This keywordnust nomust not
or hexadecimal 20). be used for A-format fields.
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Table 16: ValidTDISPITDISPn format values inTABLE TABLE extensions.

Field value Data type
Aw Aw Character
Iw.mIw.m Integer
Bw.mBw.m Binary, integers only
Ow.mOw.m Octal, integers only
Zw.mZw.m Hexadecimal, integers only
Fw.dFw.d Floating-point, fixed decimal notation
Ew.dEeEw.dEe Floating-point, exponential notation
ENw.dENw.d  Engineering; E format with exponent multiple of three
ESw.dESw.d  Scientific; same as EN but non-zero leading digit if not zero
Gw.dEeGw.dEe  General; appears as F if significance not lost, else E.

Dw.dEeDw.dEe Floating-point, exponential notation

Notes.w is the width in characters of displayed valuass the minimum number of digits displayedljs the number of digits to right of decimal,
ande is number of digits in exponent. Then andEe fields areoptional

The transformation equation used to compute a true physitaér an integer or 8oating pointfloating-pointnumber). Any
value from the quantity ifield nFieldnis undefined elements in the colurshalshall be excluded when

) ] determining the value of these keywords.
physicalvalue = TZEROnTZERON + TSCALnTSCALn x field_val(®

where field_valuefieldvalue is the value that is actually TDMINNTDMINN keywords. The value fieldshalshall contain
stored in that table field in thelTSFITSfile. a number giving the minimum physical value contained in
columnnColumnn of the table. This keyword is analogous to
the DATAMIN DATAMIN keyword that is defined for arrays in

TZERONTZERON k ds. This indexed k rashalshall
n n keywords is indexed keywordshalsha Sect[ZZAD.5.

be used, along with th& SCALNTSCALN keyword, to linearly
scale the values in the tabfeld nField n to transform them
into thg physical values _that they represent using[Eq. 7. Ttl‘SMAXnTDMAXn keywords. The value fieldshalshall contain

value fieldshalshall contain a floating-point number representy | \mber giving the maximum physical value contained in
ing the physical value corresponding to an array value a.zef,,;mn nColumnn of the table. This keyword is analogous to

The default value for this keyword 500 . 8. This keywordmust
notmust notbe used for A-format fields.

TNULLNTNULLn keywords. The value field for this indexed

keywordshalkhallcontain the character string that represents
undefined value fofield nField n. The string is implicitly space

the DATAMAX DATAMAX keyword that is defined for arrays in
Sect[4.4D.5.

i-MINNTLMINN keywords. The value fieldshalshall contain

a number that specifies the minimum physical valuearumn

nColumnn that has a valid meaning or interpretation. The col-
umn is notrequiredrequiredto actually contain any elements
that have this value, and the columray maycontain elements
TDISPnTDISPn keywords. The value field of this indexed with physical values less thar MINN TLMINN, however, the in-
keyword shalshall contain a character string describing théerpretation of any such out-of-range column elementstsieo
format recommended for displaying akSCIl text ASCII- fined.

text representation of of the contents fi¢ld nField n. This

keyword overrides the default display format given by the ) )
TFORMATFORMN keyword. If the table value has been scaled,-MAXNTLMAXn keywords. The value fieldshalshall contain
the physical value, derived using Eq.shalshall be displayed. & humber that specifies the maximum physical valueoilimn

All elements in a fielcshalshall be displayed with a single, re- "Columnn that has a valid meaning or interpretation. The col-
peated format. Only the format codes in Tdble 16, intergrage UMn is notrgquwedreqmredto actually contain any elements
Fortran (1ISO[2004) output formats, and discussed in more dBat have this value, and the columray maycontain elements
tail in Sect.[7.3:3, are permitted for encoding. The format codéith physical values greater thari MAXn TLMAXn, however,
musmustbe specified in upper case. If tfiav.m, Ow.m, and the interpretation of any such out-of-range column elemént
Zw.mBw.m, Ow.m, andZw.m formats are not readily available tonot defined.

the reader, thev.mdisplay formaimayIw.mdisplay formamay
be used instead, and if tHeNw.dand ESw.dENw.d andESw.d
formats are not availabl&w.dmayEw . d maybe used.

filled to the width of the field.

The TLMINnandTLMAXn TLMINn andTLMAXn keywords are
commonly used when constructing histograms of the dataegalu
in a column. For example, if a table contains columns that giv

The following four keywordsnaymaybe used to specify mini- theX and Y X andY pixel location of a list of photons that were
mum and maximum values in numerical columns 61&SFITS detected by @hoton countingphoton-countinglevice, then the
ASCII or binary table. These keywordsusmusthave the same TLMINnand TLMAXn TLMINn andTLMAXn keywords could be
data type as the physical values in the associated column (eiedrespectivelyto specify the minimum and maximum values
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that the detector is capable of assigning toxhend Y X andY
columns.

standardStandarddoes not impose an upper limit on the num-
ber of digits of precision, nor any limit on the range of nuioer

values. Software packages that read or write data accotding
this standardStandaractould be limited, however, in the range of
values and exponents that are supported (e.g., to the rhage t

The table is constructed from a two-dimensional array of ASCCaN be represented by 32-bit or 64-bit binary numbers).
characters. The row length and the number of rewslshall _The value of each entishalshallbe interpreted as described
be those specified, respectively, by théXIS1NAXIS1 and In the following paragraphs.

NAXIS2NAXIS2 keywords of the associated header. The num-

ber of characters in a row and the number of rows in the &naracter fields. The value of a character-formatted\(Aw)
ble shalshall determine the size of the character array. EVef|q js a character string of width w containing the characters
row in the arrayshalshall have the same number of characterg, columns TBCOLnthrough TBCOLN+w — 1TBCOLN through
The first character of the first roshalshall be at the start of tgeornsw — 1. The character stringhalshall be composed of
the data block immediately following the last header bladke  {he restricted set 0fSCII text ASClI-text characters with deci-

first character of subsequent rowfsalshall follow immediately 141 values in the range 32 throuah 126 (hexadecimal 20 throu
the character at the end of the previous row, independeineof E). g g ( g

FITSFITS block structure. The positions in the last data bloc
after the last character of the last row of the taddtelshall be
filled with ASCII spaces.

7.2.3. Data sequence

Integer fields. The value of an integer-formatteh\(Iw) field is
a signed decimal integer containectimumnsTBCOLnthrough
TBCOLn+w — 1 Columns TBCOLn through TBCOLn+w — 1
consisting of a singleptionakign (+'or ‘-’ optionalsign ( +’

or ’-") followed by one or more decimal digitsO(through
‘9’70’ through’9’). Non-significant space charactensy may

ith - h fieid. E field. the F _recede anor follow the integer value within the f_ield. A t_)Ian_k
word, with one entry in each field. For every field, the Fortra eld has value 0. All characters other than leading andirigil

(ISQ [2004) format of the information contained (given by th . . ¢ decimal diai d & sirezie.|
TFORMITFORMN keyword), the location in the row of the begin-.SpaceS’ a contiguous string of decimal digits, and a siregid-

ning of the field (given by th@ BCOLTBCOLN keyword), and N9 Sign character are forbidden.

(optionally, butstrongly recommendgthe field name (given by

the TTYPENTTYPEN keyword),shalshallbe specified in the as- Rea| fields. The value of a real-formatted fieldi(.d, Ew.d,
sociated header. The location and format of fieldalshallbe Dy dFw.d, Ew.d, Dw.d) is a real number determined from the
the same for every row. Fieldsaymayoverlap, but this usage is ycharacters from columriEBCOLNthroughTBCOLN+w — 1w

not recommendatbt recommende@®nly alimited set of ASCIl characters from ColumrEBCOLN throughTBCOLN+w — 1. The
character valuesiaymayappear within any field, depending onyajue is formed by

the field type as specified below. Thereaymaybe characters

in a table row that are not included in any field, (e.g., betwee] . discarding any trailing space characters in the field ayd-r
fields, or before the first field or after the last field). Ambit justifying the remaining characters,

seven-bitASCII charactemaymayoccur in characters of atable 2. interpreting the first non-space characters as a numeric
row that are not included in a defined field. A common conven- string consisting of a singleptionakign ( +' or ‘-’ optional
tion is to include a space character between each field f@ddd  sign '+’ or ’-’) followed by one or more decimal dig-
legibility if the table row is displayed verbatim. It is alpermis- its (0’ through'9’’ 0’ through’9’) optionally containing a
sible to add control characters, such as a carriage retuimeor single decimal point‘( ’.”). The numeric string is termi-
feedline-feedcharacter, following the last field in each row asa nated by the end of the right-justified field or by the occur-
way of formatting the table if itis printed or displayed byeat rence of any character other than a decimal pdint (*)
editingtext-editingprogram. and the decimal integer&d(through'9’ *@’ through’9’).

If the string contains no explicit decimal point, then the im
plicit decimal point is taken as immediately preceding the
rightmostd digits of the string, with leading zeros assumed

7.2.4. Fields

Each row in the arraghalshall consist of a sequence of from
0 to 999 fields, as specified by the~IELDSTFIELDS key-

7.2.5. Entries

All data in anASCI| table extension fieldhallASClI-table ex-
tension fieldshall be ASCII text in a format that conforms to

the rules for fixed field input in Fortran (1SO_2004) format, as

described below. The only possible formatsalshall be those
specified in Tablé_15. If values 6f0 and+0 need to be dis-

if necessary. The use of implicit decimal pointsdspre-
catedand is strongly discouraged because of the possibility
that FITSreadingFITSreadingprograms will misinterpret
the data value. Therefore, real-formatted fieddsulgshould
always contain an explicit decimal point.

tinguished, then the sign charactetoulshould appear in a 3. If the numeric string is terminated by a

separate field in character formaNULLNTNULLn keywords

maymaybe used to specify a character string that represents an(a) “+'or '~ ’+’ or ’ -’, interpreting the following string as

undefined value in each field. The characters representing-an
defined valuenaymaydiffer from field to field bumusmustbe
the same within a field. Writers of ASCII tablesiouléhould

select a format for each field that is appropriate to the form,
range of values, and accuracy of the data in that field. This

an exponent in the form of a signed decimal integer, or

(b) ‘E’, or‘D’ ’E’, or ’D’, interpreting the following string

as an exponent of the forfaor DE or D followed by an
optionallysigned decimal integer constant.
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4. The exponent string, if present, is terminated by the dnd ®COUNTPCOUNT keyword. The value fieldshalkshall contain
the right-justified string. the number of bytes that follow the table in the supplemental
5. Characters other than those specified above, including etata area called the heap.
bedded space characters, are forbidden.

GCOUNTGCOUNT keyword. The value fieldshalkhall contain
The numeric value of the table field is then the value ahe integerll; the data blocks contain a single table.
the numeric string multiplied by ten (10) to the power

of the exponent string, i.e., values numericstring x . .
1O(exponenlstrirrzg)lo(exponenlst%ng)_ The default exponent is zegro and! FIELDSTFIELDS keyword. The value fieldshalshall contain

a non-negative integer representing the number of fieldach e

a blank field has value zero. There is nffglience between the . M .
row. The maximum permissible value is 999.

F, D, andEF, D, andE formats; the content of the string de-
termines its interpretation. Numbers requiring more [mieci
andor range than the local computer can supposymaybe TEORMNTFORMn  keywords. The  TFORMrkeywords
represented. It is good form to specifipéormat inTFORMND  musTFORMNn keywords must be present for all values =
format inTFORMN for a column of an ASCII table whenthatcol-1, . TFIELDS = 1, ..., TFIELDS and for no other values of
umn will contain numbers that cannot be accurately reptesennn. The value field of this indexed keyworhalshall contain

in 32-bit IEEE binary format (see Appendix E). a character string of the formTaTa. The repeat countis the
ASCII representation of a non-negative integer specifytimg
number of elements ifield nField n. The default value of is

11; the repeat count need not be present if it has the default
value. A zero element count, indicating an empty field, is per
mitted. The data typ@T specifies the data type of the contents

astronomical data ifrITSFITS format, however, it fiers more of field nField n. Only the data types in Tablell8 are permitted.

: - The format codesnusimustbe specified in upper case. For
features and provides mordfeient data storage than ASCII ta-,. .
bles. The numerical values in binary tables are stored inemo];IEIdS BlPcPor QP or g, the only permitted repeat counts are

: : nd 1.0 and1. The additional characteesareoptionabptional
compact binary formats rather than coded into ASCII, andh eat . . .
field of a binary table can contain an array of values rathan thand are not further defined in thisandar&tandard TableL1B

; . . : . lists the number of bytes each data type occupies in a table ro
a simple scalar as in ASCII tables. The first keywora binary L .
table extensioshalrecord in a binary-table extensiahall be The first field of a row is numbered 1. The total number of bytes

XTENSION=..' BINTABLE 'XTENSION=..' BINTABLE'. Mrow Nrow in @ table row is given by

7.3. Binary table Binary-table extension

The binary tablebinary-tableextension is similar to the ASCII
table in that it provides a means of storing catalogs aneatil

TFIELDSTFIELDS

7.3.1. Mandatory keywords Mrowrow = Z riby (8)
i=1

The XTENSIONXTENSION keyword is the first keyword of all . ] o

binary tablebinary-tableextensions. The seven keywords folwherer; is the repeat count fdreld Field i, bi is the number of

lowing (BITPIX...TFIELDS) musBITPIX ...TFIELDS) must bytes for the data type ifield Field i, and TFIELDSTFIELDS

be in the order specified in Tadel17, with no intervening keys the value of that keywordmusmust equal the value of
words. NAXISINAXISI.

ENDEND keyword. This keyword has no associated value.
Bytes 9 through 8@halshall contain ASCII spaces (decimal 32
or hexadecimal 20).

XTENSIONXTENSION keyword. The value field shalshall
contain the character strin@INTABLE ' 'BINTABLE'.

BITPIXBITPIX keyword. The value fieldshalshall containthe 7 3 5 other reserved keywords

integer88, denoting that the array is an array®bit eight-bit

bytes. In addition to the reserved keywords defined in SECE.2 (ex-
cept for EXTENDand BLOCKEDEXTEND and BLOCKED), the
following other reserved keywordsaymaybe used to describe

NAXISNAXIS keyword. The value fieldshalshall contain the the structure of d&inary tablebinary-tabledata array. They are

integer 22, denoting that the included data array is twoeptionabptional but if they appear within ainary tablebinary-

dimensional: rows and columns. tableextension header, theyusmustbe used as defined in this
section of thisstandar&tandard

NAXIS1NAXIS1 keyword. The value fieldshalshall contain a

non-negative integer, giving the number&bit eight-bitbytes TTYPENTTYPEn keywords. The value field for this indexed

in each row of the table. keyword shalshall contain a character string giving the name
of field nField n. It is strongly recommendetthat every field of
the table be assigned a unique, case-insensitive namehisth t

NAXIS2NAXIS2 keyword. The value fieldshalshall contain a keyword, and it isecommende@commendethat the charac-

non-negative integer, giving the number of rows in the table ter string be composed only efpper and lower casapper-
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Table 17: Mandatory keywords lminary tablebinary-tableextensions.

#Position Keyword

XTENSION=_'BINTABLE'
BITPIX BITPIX = 88
NAXIS NAXIS = 22
NAXIS1NAXIS1
NAXIS2NAXIS2
PCOUNTPCOUNT
GCOUNTGCOUNT = 11
TFIELDSTFIELDS

o~NoOUThhWNE

.(other keywords, including (if FIELDSTFIELDS is not zero) ...)
TTYPEn n=1, 2, ..., kwhere KTYPEn, n = 1, 2, ..., Kk, wherek is the value off FIELDS(RecommenderFIELDS (recommended
TFORMN n=1, 2, ..., kwhere KFORMN,n=1,2,..., k, wherek is the value ofTFIELDS(RequiredFIELDS (required

last ENDEND

Table 18: Valid TFORMITFORMN data types in field shalshall contain a floating-point number representing the

BINTABLEBINTABLE extensions. codficient of the linear term in E@J 7, which is used to compute
the true physical value of the field, or, in the case of the dermp
TFORMITFORMN value Description data tygeEightiitBytegnd’ M’ , of the real part of the field, with
L’ Logical the imaginarylpart of the scaling factor set to zero. The ulefa
XX’ Bit value for thistkeyword isl.01. 0. For fields of typePor Q’P’
B 'B’ Unsigned byte or’Q’, the valuks off SCALnandTZEROITSCALNn andTZERON
3 § éggli @n:eger are to be appliéd to the values in the data array in the heap are
')’ -pIt Integer i &R 0
b St integer not the values g)f the array descriptor (see SEc8.5).
A’A’ Character 1
EE Single precisiorSingle-precisiorfloating pojnt=RonTzERGh keywords. This indexed keywordshalshall
D’D Double precisiorDouble-precisiorfloating pgiit, seq - a1ong with th& SCALATSCALN keyword, to linearly

c'c Single precisior8ingle-precisiorcomplex

M M Double precisiorDoubIe-precisiorcompIe§(Cale the valugs in the tabfeeld nField n to transform them
pp’ Array Descriptor (32-bit) into the physicgl vallues that they represent usmg]E_q. Mukt
QQ Array Descriptor (64-bit) notmust nobeygsed if the format dfeld nis A, L, or XFieldn s
A e X Forfields with all other data types, the value
Notes.() Number of eight-bit bytes needed to contain all bits. field shalshall contain a floating-point number representing the

true physical value corresponding to a value of zerbealu nof
and lower-castetters, digits, and the underscote (_*, dec- the FITSField n of the FITSfile, or, in the case of the complex

imal 95, hexadecimal 5F) character. Use of other charaierglata typescandM*C’ and 1, in the real part of the field, with
not recommendatbt recommendeblecause it may be fiicult the imaginary part set to zero. The default value for thisnayl
to map the column names into variables in some languages (d30-% - 0. EquatioriY is used to compute a true physical value
any hyphens* or* +' ’*’ or *+’ characters in the name mayfrom the quantity infield nField n. For fields of typePor Q’P
be confused with mathematical operators). String compasis O' 'Q’, the values of SCALnandTZEROMSCALN andTZERON
with the TTYPErkeyword valuesshould noTTYPEn keyword &€ to be applied to the values in the data ara in the heap are
valuesshould notbe case sensitive (e.gfIME’ and 'Time’  not the values of the array descriptor (see SEC.3).
should TIME’ and Time’ shouldbe interpreted as the same In addition to its use in representing floating-point valass
name). scaled integers, thEZEROITZERON keyword is also used when
storing unsigned integer values in the field. In this speciale

, . the TSCALnkeyword shallTSCALn keywordshall have the de-

TUNITNTUNITN keywords. The value fieldshalkhall contain fault value of1.0 and theTZEROrkeyword shalll.® and the

a character string describing the physical units in whict thzEpon keywordshall have one of the integer values shown in
quantity infield nField n, after any application of SCALnand Table T

TZEROITSCALNn and TZERON, is expressed. Unitsnusmust

follow the prescriptions in Sec.3. Since thebinary tablebinary-tableformat does not support a

native unsigned integer data type (except for the unsignlei

'B’ eight-bit’B’ column type), the unsigned values are stored in
TSCALNTSCALn keywords. This indexed keywordshalshall the field as native signed integers with the appropriategarte

be used, along with theZEROITZERON keyword, to linearly offset specified by th@ ZEROITZERON keyword value shown
scale the values in the tabfeld nField n to transform them in the table. For the byte column type, the converse tecleniqu
into the physical values that they represent using Eqg. Mukit can be used to store signed byte values as native unsigned val
notmust nobe used if the format dfeld nis A, L, or XFieldnis ues with the negativ€ZEROITZERON offset. In each case, the
"A’,’L’, or ’X’. For fields with all other data types, the valughysical value is computed by adding théset specified by the
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Table 19: Usage of ZEROITZERON to represent non-default integer data types.

TFORMITFORMN  Native Physical TZEROITZERON
data type data type
BB’ unsigned signed byte -128-128  (-2)
"1 signed  unsigned 16-bit 327682768 (219
Jy’ signed  unsigned 32-bit 2147483643147483648  (2%))
K’K’ signed unsigned 64-bit 922337203685477580323372036854775808  (2%9)

TZEROITZERON keyword to the native data type value that iSHEAPTHEAP keyword. The value field of this keyword
stored in the table field. shalshall contain an integer providing the separation, in bytes,
between the start of the main data table and the start of a sup-
plemental data area called the heap. The default value jvigic
TNULLNTNULLn keywords. The value field for this indexed also the minimum allowed valushalshallbe the product of the
keywordshalkhall contain the integer that represents an und&alues ofNAXISINAXIS1 and NAXIS2NAXIS2. This keyword
fined value forfield nof data typeB, |, Jor K, or Por Qarray shall noshall notbe used if the value dfCOUNTis zerd®COUNT
descriptoField n of Data TypeB, I, J or K, or P or Q array- is 8. The use of this keyword is described in in SE€i3.5.
descriptoffields (Sect[Z.3.5) that point td, |, Jor KB, I, J, or
K integer arrays. The keywordust nomust notbe used ifiield

nFieldnis of any other data type. The value of this keyword cofH v ntDIMA keywords. The value field of this indexed key-

responds to the table column values before applying ang{ragqrq shalshall contain a character string describing how to in-
formation indicated by th& SCALnand TZEROIMTSCALN and  terpret the contents dield nField n as a multi-dimensional ar-

TZERON keywords. ray with a format of (I,m, n...)wherel, m, n’ (l,m,n...)’,

If the TSCALnand TZEROMSCALN and TZERON keywords Wherel, m, n, ... are the dimensions of the array. The data are
do not have the default values ©f0 and 0.0.6 and®.0, re- ordered such that the array index of the first dimension given
spectively, then the value of tleNULLnkeywordmusTNULLn  (I) is the most rapidly varyingand that of the last dimension
keywordmustequal the actual value in tHe TSFITS file that - given is the least rapidly varying. The total number of elatae
is used to represent an undefined element and not the cotifehe array equals the product of the dimensions specifiétein
sponding physical value (computed from Ef. 7). To cite a sp€P!IMNTDIMnkeyword. The smmqsmustbe less than or equal
cific, common examplejnsignedl6-bit integers are representedo the repeat counin theTFORMrin the TFORMN keyword, or,
in a signedinteger column (withTFORMn TFORMn ='I' *1’) inthe case of columns that hav&aor ' Q" TFORMN’P’ or’Q”
by setingTZERONTZERON =3276&nd TSCALN 32768 and TFORMN data type, less than or equal to the array length speci-
TSCALn =1 1. If it is desired to use elements that have afied in the variable-length array descriptor (see SECB.5). In
unsignedvalue (i.e., the physical value) equal to 0 to reprdhe special case where the variable-length array deschipta
sent undefined elements in the field, then theJLLnkeyword Size of zero, then the DIMNTDINMn keyword is not applicable.
musTNULLn keyword mustbe set to the value32768-32768 If the number of elements in the array implied by ffieIMnis

because that is the actual value stored inFRESFITS file for |essTDIMn is fewerthan the allocated size of the array in the
those elements in the field. FITSFITSfile, then the unused trailing elemergisouldshould

be interpreted as containing undefined fill values.

TDISPnTDISPn keywords. The value field of this indexed key- A character string is represented in a binary table by a
word shalkhall contain a character string describing the forgne-d|m_en5|onal characterqrray, as described under aCteat
mat recommended for displaying aRSCIl text ASCli-text " the list of data types in Sect.[7.3.3. For example, a
representation of the contents Béld nField n. If the table Ortran CHARACTER*2(0CHARACTER*20 variable could be
value has been scaled, the physical value, derived usin,Eqrepresented in a bmar’y ta?le as a chara_\cter array deplared
shalshall be displayed. All elements in a fielthalshall be dis- 3iSmTan2iF;'r\]’g: zﬁglr‘ggte:r arzrg;s A er] g‘ﬁeﬂ‘;ztrgrs‘gﬁ'téaeuSm;'tt'r}e
gfgfg with a slngle, repeated format. For purposes of dysplTDanTDIMn notation. For example, ifFORMNTFORMn =and

yte of bitiype X TypeX) and byte {ype BTypeB) arrays ; - , , ,
is treated as an unsigned integer. Arraydygfe AmayType A IDIMn = 7(5,4,3)" "60A and TDIMn = 7(5,4,3)’, then
may be terminated with a zero byte. Only the format codes Plﬁ'e entry consists .Of. a# 3 array of stringsof five charac-
Table[20, interpreted as Fortran (ISO_2004) output format§'seaceach comprising five characters
and discussed in more detail in Se¢f.3.4, are permitted for
encoding. The format codesiusmust be specified in upper
case. If theBw.m, Ow.m, andZw.mBw.m, Ow.m, andZw.m for-  The following four keywordsnaymaybe used to specify mini-
mats are not readily available to the reader,lthendisplay for- mum and maximum values in numerical columns 61aSFITS
mat mayIw.m display formatmaybe used instead, and if theASCII or binary table. These keywordsusmusthave the same
ENw.dand ESw.dENw.d and ESw.d formats are not available, data type as the physical values in the associated colurtte(ei
Ew.dmayEw.d maybe used. In the case of fieldstype Por Q, an integer or dloating pointfloating-pointnumber). Any unde-
the TDISPriType P or Q, the TDISPn value applies to the datafined elements in the column or any other IEEE special values
array pointed to by the array descriptor (Se@3.5), not the inthe case ofloating point columnshalfloating-point columns
values in the array descriptor itself. shallbe excluded when determining the value of these keywords.
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Table 20: ValidTDISPTDISPn format values irBINTABLE BINTABLE extensions.

Field Value Data type
Aw Aw Character

Lw Lw Logical

Iw.m Iw.m Integer

Bw.mBw.m Binary, integers only

Ow.moOw.m Octal, integers only

Zw.mZw.m Hexadecimal, integers only
Fw.dFw.d Floating-point, fixed decimal notation

Ew.dEeEw.dEe Floating-point, exponential notation
ENw.dENw.d Engineering; E format with exponent multiple of three
ESw.dESw.d  Scientific; same as EN but non-zero leading digit if not zero
Gw.dEeGw.dEe  General; appears as F if significance not lost, else E.
Dw.dEeDw.dEe Floating-point, exponential notation

Notes. w is the width in characters of displayed valuess the minimum number of digits displayedljs the number of digits to right of decimal,
ande is number of digits in exponent. Then andEe fields areoptional

TDMINNTDMINN keywords. The value fieldshalshall contain 7.3.3. Data sequence
a number giving the minimum physical value contained in o ) i )
columnnColumnn of the table. This keyword is analogous tol he data in @inary table extensioshalbinary-table extension

the DATAMIN DATAMIN keyword that is defined for arrays inShall consist of a main data tabiich may, which may, but
Sect[Z4P.5. need not, be followed by additional bytes in the supplenienta

data area. The positions in the last data block after theaticht
tional byte, or, if there are no additional bytes, the lasirelater

TDMAXNTDNAXN keywords. The value fieldshalshall contain Of the last row of the main data tablgalshall be filled by set-
a number giving the maximum physical value contained 9 &ll bits to zero.

columnnColumnn of the table. This keyword is analogous to

the DATAMAX DATAMAX keyword that is defined for arrays in 3 3 1 Main data table

Sect[4.4P.5.

The table is constructed from a two-dimensional byte ar-
, .~ ray. The number of bytes in a roshalshall be specified by the

TLMINNTLMINn keywords. The value fieldshalshall contain yjye of theNAXISINAXIS1 keyword and the number of rows
a number that specifies the minimum physical valuedumn g 5/5hall be specified by thélAXIS2NAXIS2 keyword of the
nColumnn that has a valid meaning or interpretation. The colssociated header. Within a row, fieldsalshall be stored in
umn is notrequiredrequwed to actually contain any elementsyder of increasing column number, as determined fromnttie
that have this value, and the columray maycontain elements e TEORMm of the TFORMN keywords. The number of bytes in
with physical values less thar.MINN TLMINN, however, the in- 5 row and the number of rows in the talslealshall determine
terpretation of any such out-of-range column elementstgieo he size of the byte array. Every row in the arrsyalshall
fined. have the same number of bytes. The first rgvalshall begin

at the start of the data block immediately following the last

, . header block. Subsequent rowkalshall begin immediately

TLMAXnTLMAXn keywords. ‘The value fieldshalshall contain - fo]jowing the end of the previous row, with no interveningés,
a number that specifies the maximum physical valueoilimn  ingependent of th&ITSFITS block structure. Words need not
nColumnn that has a valid meaning or interpretation. The cohe gjigned along word boundaries.
umn is notrgquiredrequired to actually contain any elements  E£och row in the arraphalshall consist of a sequence of
that have this value, and the columray maycontain elements om0 to 999 fields as specified by th&|ELDSTFIELDS key-
with physical values greater tharL MAXn TLMAXn, hOWeVer, \yqrq The number of elements in each field and their data type
the interpretation of any such out-of-range column elesi&nt g5 \gha|l be specified by th& FORMATFORMN keyword in the
not defined. associated header. A separate format keywondmustbe pro-

vided for each field. The location and format of fieklslkshall

be the same for every row. Fieldsaymaybe empty, if the repeat
The TLMINnandTLMAXn TLMINnandTLMAXn keywords are oo nt specified in the value of tHe-ORMATFORMN keyword of

commonly used when constructing histograms of the dat®salype header i, 9. Writers of binary tableshoulghouldselect a
in a column. For example, if a table contains columns thae giy, 4t appropriate to the form, range of values, and acguwfc

theX and Y X andY pixel location of a list of photons that wereina qata in the table. The following data types, and no oflages
detected by ahoton countingphoton-countinglevice, then the permitted. '

TLMINnand TLMAXn TLMINn andTLMAXn keywords could be

usedrespectivelyto specify the minimum and maximum values

that the detector is capable of assigning toxhend Y X andY Logical. If the value of theTFORMrkeyword specifies data
columns. type LTFORMN keyword specifies Data Typd.’, the contents of
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field nshalField n shall consist of ASCIITT indicating true or 64-Bit integer. If the value of theTFORMrkeyword specifies
ASCII FF, indicating false. A 0 byte (hexadecimal 00) indicatedata typeK TFORMn keyword specifies Data Typ&’, the data in
a NULL value. field nshalField n shall consist of two’s complement signed 64-
bit integers, contained in eight bytes. Tim@st significant byte
shalmost-significant byteshall be first, and subsequent bytes
Bit array. If the value of theTFORMMTFORMN keyword spec- shalshall be in order of decreasing significance. Within each
ifies data typexX’X’, the contents ofield nshalField n shall byte, themost significant bitshalimost-significant bitshall be
consist of a sequence of bits starting with thest significant first, and subsequent biébalshallbe in order of decreasing sig-
most-significanbit; the bits followingshalshall be in order of nificance (big-endian byte order). Null values are given oy t
decreasing significance, ending with the least significén#tb value of the associatetNULLNTNULLn keyword. Unsigned in-
bit arrayshalshallbe composed of an integral number of bytedegers can be represented using the convention descriSedin
with those bits following the end of the data set to zero. Nib nu5.2.5.
value is defined for bit arrays.

Single precision Single-precision floating point. If the value

of the TFORMrkeyword specifies data ty#&TFORMn keyword
specifies Data TypeE’, the data infield nshalField n shall
consist of ANSJIIEEE-754 (IEEE | 1985) 32-bit floating-point
numbers, in big-endian byte order, as described in AppdBdix
All IEEE special values are recognized. The IEEE NaN is used
represent null values.

Character. If the value of theTFORMrkeyword specifies data
type A, field nshalllFORMNn keyword specifies Data Typ&A’,
Field n shall contain a character string atro or morezero-
or-moremembers, composed of the restricted seASLII text
ASCII-text characters. This character stringaymaybe termi-
nated before the length specified by the repeat count by anlAst
NULL (hexadecimal code 00). Characters after the first ASCII
NULL are not defined. A string with the number of charachouble precision Double-precision floating point. If the value

ters specified by the repeat count is not NULL terminated! NWf the TFORMrkeyword specifies data tyd2TFORMn keyword

strings are defined by the presence of an ASCII NULL as th@ecifies Data TypeD’, the data infield nshalField n shall

first character. consist of ANSIIEEE-754 (IEEE_1985) 64-bitouble precision
double-precisioffioating-point numbers, in big-endian byte or-
der, as described in AppendiX E. All IEEE special values are

Unsigned 8-Bit integer. If the value of theTFORMrkeyword recognized. The IEEE NaN is used to represent null values.
specifies data typBTFORMn keyword specifies Data Typea8’,

the data infield nshalField n shall consist of unsigne®-bit

eight-bitintegers, withe most significantthe most-significant Single  precision ~ complex. If the value of the
bit first, and subsequent bits in order of decreasing signifirORMrkeyword specifies data typeCTFORMN keyword
cance. Null values are given by the value of the associate@ecifies Data TypeC’, the data infield nshalField n shall
TNULLNTNULLN keyword. Signed integers can be representé@nsist of a sequence of pairs of 32-hitgle precisiorsingle-

using the convention described in SBtZ.5. precisionfloating-point numbers. The first member of each pair
shalshall represent the real part of a complex number, and the

second membeshalshall represent the imaginary part of that

16-Bit integer. If the value of theTFORMrkeyword specifies complex number. If either member contains an IEEE NaN, the
data typel TFORMn keyword specifies Data TyptI’, the data entire complex value is null.

in field nshalField n shall consist of two’s complement signed

16-bitintegers, contained in two bytes. Tiest significant byte - ) -

sh.alk.nost-significant bytesha]l bg_ first (bjg-endian byte _qrder). E]C;u$§opéiﬁ$g;w%?g bé%géﬁ?ésslog af[:ao Tﬁ;;lxﬁgf{tgﬁ &/:}I,l;\?og
Wlthln each _byte thenost S|gn|f|can_t bl'shalmost_—3|gn|f|cant specifies Data TypeM’, the data infield nshalField n shall

bit shall be first, and subsequent bitsalshall be in order of consist of a sequence of pairs of 644hituble precisioouble-

decreasing_;igrci[icance. NE" valuzs o~ givergj l_)y the Va1mbefs)recisionﬂoating-point numbers. The first member of each pair
associated NULLNTNULLn keyword. Unsigned integers can b&;ghal| represent the real part of a complex number, and the

represented using the convention described in $2&3. second member of the pashalshall represent the imaginary

part of that complex number. If either member contains arHEE

.. NaN, the entire complex value is null.
32-Bit integer. If the value of theTFORMrkeyword specifies P

data typelTFORMn keyword specifies Data Typéd ’, the data in

field nshalField n shall consist of two’s complement signed 32-Array descriptor. The repeat count on tiieandQarray descrip-
bit integers, contained in four bytes. Theost significant byte tor fields musP andQ array-descriptor fieldmusteither have a
shalmost-significant byteshall be first, and subsequent bytewvalue of0 ® (denoting an empty field of zero bytes) or1. If
shalkhallbe in order of decreasing significance (big-endian bythe value of th& FORMrkeyword specifies data tydd°TFORMN
order). Within each byte, thenost significant bitshalimost- keyword specifies Data TypdP’, the data irfield nshalFieldn
significant bitshall be first, and subsequent biésalshall be shall consist of one pair of 32-bit integers. If the value of the
in order of decreasing significance. Null values are givethey TFORMrkeyword specifies data tyd&JTFORMNn keyword spec-
value of the associatedNULLNTNULLn keyword. Unsigned in- ifies Data Typ€ 1Q’, the data irfield nshalField n shall consist
tegers can be represented using the convention descriBedtin of one pair of 64-bit integers. The meaning of these integers
E.235. defined in Sect[7.3.5.
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7.3.3.2. Bytes following main table Real data. If the table column contains real data (with
TFORMNTFORMN ="rE’, orrD’ ’rE’, or rD’) or contains in-
The main data tablenaymay be followed by a supplemen-teger data (with any of thEFORMMTFORMNn format codes listed
tal data area called the heap. The size of the supplemertal da the previous paragraphhich are recommendedwvhich are
area, in bytes, is specified by the value of HBOUNTPCOUNT recommendetb be displayed as real values (i.e., especially in
keyword. The use of this data area is described in $E&S. cases where the integer values represent scaled physicakva
using EqLY), then th&DISPrformat codemayIDISPn format
code may have any of these forms$:w.d, Ew.dEe, Dw.dEe,
7.3.4. Data display ENw.d, or ESv.dFw.d, Ew.dEe, Dw.dEe, ENw.d, or ESw.d. In

. all cases, the output is a string wfv characters including the
The indexed DISPrkeywordmayIDISPnkeywordmaybe used yocimal point, any sign characters, and any exponent ifrgud

to describe the recommended format for displaying®&CIl e ‘exponent’s indicators, signs, and values. If the nunober
text ASCII-text representation of the contentsfafld nField n. digits required to represent the real datum exceadshen the
The permitted display format codes for each type of data (i.gtput field consists of a string afasterisk fw asterisk ¢) char-
character strings, logical, integer, or real) are givenabl@20 ,cters. In all casesiyd specifies the number of digits to appear to
and described below. the right of the decimal point.

TheFF format code output field consistsef- d — 1 charac-

Character data. If the table column contains a character strin§f"S containing zero or more leading spacesl — 1 characters
(with TFORMnN TFORMN =TA" 'rA’) then theTDISPrformat Ccontaining zero-or-more leading spacésljowed by a minus
code musbe 'Aw’ where wTDISPn format codemustbe Aw, S9N if the internal datum is negativillowed by the absolute
wherew is the number of characters to display. If the charag@gnitude of the internal datum in the form of amsigned inte-
ter datum has length less than or equalig it is represented on gerun_&gned_—m?eygetronstant. These characters are followed by
output right-justified in a string ofiw characters. If the charac-2 decimal point’(') andd’.*) andd characters giving the frac-
ter datum has length greater tham, the firstww characters of tional part of the internal datum, rounded by the normalswie
the datum are represented on output in a stringwtharacters, arithmetic todd fractional digits.
Character data are not surroundedsbygle or double quotation = For theEand DE andD format codes, an exponent is taken
single- or double-quotatiomarks unless those marks are thensuch that the fractio.1 < |datunj/10%P°"*" < 1.00.1 <
selves part of the data value. [datumy/108xPenent< 1.0, The fraction (with appropriate sign) is
output with anFF format of widthw — e — 2 characters with
dw — e — 2 characters withl characters after the decimal fol-
Logical data. If the table column contains logical data (withiowed by anEor DE or D followed by the exponent as a signed
TFORMN TFORMN =rL" ’rL’) then theTDISPriormat code e + 1 e + 1 character integer with leading zeros as needed. The
musbe’'Lw’ where wTDISPn format codemustbe Lw, where default value ofis 2 when theEee is 2 when theEe portion of
w is the width in characters of the display field. Logical da&a athe format code is omitted. If the exponent value will not it i
represented on output with the charact@rfor true orFF for e+ 1 e+ 1 characters but will fit ire + 2 then theE(or De + 2 then
false right-justified in a space-filled string ofiw characters. A theE (or D) is omitted and the wider field used. If the exponent
null valuemaymaybe represented by a string ol space char- value will not fit (with a sign character) ia+ 2 e + 2 characters,
acters. then the entirevw-character output field is filled with asterisks
().
The ESES format code is processed in the same manner as
EE format code except that the exponent is taken saltlat
fraction< 101.0 < fraction< 10.

The ENEN format code is processed in the same manner as
the EE format code except that the exponentis taken to be an in-

Integer data. If the table column contains integer data (with), .
TFORMnN TFORMN ="rX’, rB’, I, rJ* , or TK’ "rX’, 'rB’,
'rI’, 'r]’, or ’rK’) then theTDISPrformat codemayIDISPn
format codemayhave any of these formé&w.m, Bw.m, Ow.m,

or Zw.mIw.m, Bw.m, Ow.m, or Zw.m. The default value ofrm . .
is one and the.m’is optional .m’ is optional The first letter teger multiple of three and so thaD < fraction< 100001.0 <

of the code specifies the number base for the encodinglwithfracnor_] < 100Q0. All real format codes have number base 10.
for decimal (10) BB for binary (2),00 for octal (8), andZZ for There IS o dferencc_a bejtwe_eEant_jDE andD format codes on
hexadecimal (16). Hexadecimal format uses the upper-ease {NPUt other than an implication with the latter of greateeqx
ters A through F to represent decimal values 10 through 18. T¥{on in the internal datum.

output field consists ofvcharacters containing zero or mave  The Gw.dEeformat codemayGw.dEe format codemay be
characters containing zero-or-mdeading spaces followed by used with data of any type. For data of type integer, logioal,

a minus sign if the internal datum is negative (only in theecagharacter, it is equivalent fov, Lw, or AWIw, Lw, Or Aw, respec-

of decimal encoding with th&l format code)followed by the tively. For data of type real, it is equivalent to &R format (with
magnitude of the internal datum in the form ofamsigned inte- dlffere_nt numbers of characters after the deC|_maI) when that for
gerunsigned-integezonstant in the specified number bagigh ~mat will accurately represent the value and is equivalerirto
On'y as many |eading Zeros as are needed to have athtEE format when the number (ln absolute Value) |$ either very
numeric digits. Note thatm < ww is allowed if all values are Small or very large. Specifically, for real values outsidertinge
positive, butmm < wis requiredw is requiredif any values are 0.1-0.5<10°4* < value< 10 - 0.50.1 - 0.5.0-9-1 < value<
negative. If the number of digits required to representtiteger 109 - 05, it is equivalent toEw.dEeEw . dEe. For real values
datum exceedsw, then the output field consists of a string ofvithin the above range, itis equivalentia’.d’ followed by 2+e
wasterisk fw asterisk ¢) characters. Fw’.d’ followed by 2+e spaces, wheng = w—e—2 andd’ = d—k
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fork=0,1,...,dw =w—e—-2andd’ =d-kfork=0,1,...,d actually stored in any row of the table. There is no built{ipar
if the real datum value lies in the rang;é<‘1(1 - o_5><1(yd) < limit on the size of a stored array (other than the fundanienta
. limit imposed by the range of the array descriptor, defined be
value < 10F(1 - 0.5x10°¢)10*(1 - 0'5X10d) < value < o) e enax merely reflects the size of the largest array ac-
10¢ (1 — 0.5x% 1(Td). tually stored in the table, and is provided to avoid the need t
preview the table when, for example, reading a table contain
] _ing variable-length elements into a database that suppalys
Complex data. If the table column contains complex data (witljxed-size arrays. Thereaymaybe additional characters in the
TFORMNTFORMN =_rC ,or'rM _) then themay 'rC’, or 'rM’) TEORMHAIFORMN keyword following thee ma€max.
then theymay be displayed with any of the real data formats For example,
as described above. The same format is used for the real and
imaginary parts. It isecommende@commendethat the two TFORM8 = ’PB(1800)’ / Variable byte arrayTFORM8 = ’PB(i

va:ﬁest btelsfgegra_tgtc:] b>1/2a cggnmasand enclosed in parenthgs@s ;o< thatieldrield 8 of the table is a variable-length array
with a fotaf Tield width olew + Sew 4 9. of type byte, with-a maximum stored array length not to exceed

1800 array elements (bytes in this case).
7.3.5. Variable-length arrays The data for the variable-length arrays in a table are not

) _ ) stored in the main data table; they are stored in a supplethent
One of the most attractive features of binary tables is thgt adata area, the heap, following the main data table. Whabisdt

field of the table can be an array. In the standard case thi§;$he main data table field is aray descriptor This consists

a fixed-size array, i.e., a fixed amount of storage is allatate of yyo 32-hit signed integer values in the casefif’P’ array
each row for the array data—whetherl'g is used or not. Thiaes ﬁdescriptors, or two 64-bit signed integer values in the @ise
so long as the arrays are small or a fixed amount of array d&td+ o’ array descriptors: the number of elements (array length)
will be stored in each field, but if the stored array lengthe®r o the stored array, followed by the zero-indexed byfiiset of

for different rows, it is necessary to impose a fixed upper limfe first element of the array, measured from the start oféaph
on the size of the array that can be stored. If this upper init grea. The meaning of a negative value for either of thesgénse
made too large excessive wasted space can result abd#1® s not defined by thistandar&tandardStorage for the array is
table binary-tablemechanism becomes seriously fingent. If contiguous. The array descriptor fiold Field N as it would ap-

the limit is set too low then storing certain types of datahie t pear embedded in a table row is illustrated symbolicallpiel
table could become impossible.

The variable-length array construct presented here was de-

vised to deal with this problem. Variable-length arraysiemgle- ... [field Field N-1] [(nelem,dfset)] [field Field N+1] ...
mented in such a way that, even if a table contains such a@aays _ ]
simple reader program that does not understand variabigHe If the stored array length is zerthere is no array data, and

arrays will still be able to read the main data table (in otherds the dfset value is undefined @oulghouldbe set to zero). The

a table containing variable-length arrays conforms to theio Storage referenced by an array descriptersmustlie entirely

binary tablebinary-tablestandard). The implementation choseMithin the heap area; negativéisets are not permitted.

is such that the rows in the main data table remain fixed in size A binary table containing variable-length arrays consists

even if the table contains a variable-length array fieldyeitig three principal segments, as follows

efficient random access to the main data table.
Variable-length arrays are logically equivalent to regula

static arrays, the only ffierences being 1) the length of the stored  The table header consists of one or more 2880-byte header
array can dter for different rows, and 2) the array data are n@jocks with the last block indicated by the keywdEtDEND
stored directly in the main data table. Since a field of anydaiomewhere in the block. The main data table begins with the
type can be a static array, a field of any data type can alsogt data block following the last header block andiis(IS1 x
a variable-length array (excluding tigpe Pand QType P and  yaxT1S2 NAXIS1 x NAXIS2 bytes in length. The zemodexed
Q variable-length array descriptors themselves, which atean .indexedbyte dfset to the start of the heap, measured from
data type so much_ as a storage-class sp_ecmer). Otherlehmbl the start of the main data tableyay may be given by the
FITSFITS conventions that apply to static arrays will generally'HEAPTHEAP keyword in the header. If this keyword is miss-
apply as well to variable-length arrays. ing then the heap begins with the byte immediately following
A variable-length array is declared in the table header withain data table (i.e., the default value BAEAPiS NAXIS1 x
one of the following two special fieldata type specifierdata- yAXTS2THEAP is NAXIS1 x NAXIS2). This default value is the
type specifiers minimum allowed value for th@ HEAPTHEAP keyword, be-
cause any smaller value would imply that the heap and the main
PU(EnadrPt(Ena data table overlap. If th@ HEAPTHEAP keyword has a value
rQt(Ema)rQt(Ema) larger than this default value, then there is a gap betweertt
of the main data table and the start of the heap. The totatheng
where théP’or‘Q’ "P’ or ’Q’ indicates the presence of an arrayn bytes of the supplemental data area following the maia dat
descriptor (described below), the element caghbulde 0, ¥  table (gap plus heap) is given by tREOUNTPCOUNT keyword
shouldbe®, 1, or absentit is a character denoting the data typén the table header.
of the array datal(, X, B, I, J, KL, X, B, I, J, K, etc., but not For example, suppose a table contains five rosugh that
Por QP or Q), andemax Emax IS @ quantity guaranteed to be equadre each 168 bytes long, with a heap area 3000 bytes long, be-
to or greater than the maximum number of elements of typeginning at an &set of 2880, thereby aligning the main data table

[table header] [main data table] (optional gap) [heap area]
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and heap areas on data block boundaries (this alignment is accessed given the row number, by computing tfised. Once
necessarily recommended but is useful for this exampleg. Tthe row has been read in, any variable-length array dataean b
data portion of the table consists of three 2880-byte dateldst directly accessed using the element count dfgkbdgiven by the
the first block contains the 840 bytes from the five rows of therray descriptor stored in that row.

main data table followed by 2040 fill bytes; the heap comptete  Reading a binary table stored on sequential access
fills the second block; the third block contains the remajrid0 sequential-accestorage medium requires that a table of array
bytes of the heap followed by 2760 fill byté3COUNTPCOUNT  descriptors be built up as the main data table rows are read in
gives the total number of bytes from the end of the main da@nce all the table rows have been read, the array descrii®rs
table to the end of the heagnd in this example has a value okorted by the fiset of the array data in the heap. As the heap
2040+ 2880+ 120 = 5040. This is expressed in the table headelata are read, arrays are extracted sequentially from tyedied

as: shown below. stored in the fiected rows using the back pointers to the row and
field from the table of array descriptors. Since array aligss
NAXIS1 = 168 / Width of table row in bytes permitted, it might be necessary to store a given array inemor
NAXIS2 = 5 / Number of rows in table than one field or row.
PCOUNT = 5040 / Random parameter count Variable-length arrays are more complicated than regular
e static arrays and might not be supported by some software sys
THEAP = 2880 / Byte offset of heap area tems. The producers &1 TSFITSdata products should consider

the capabilities of the likely recipients of their files whda-
ciding whether or not to use this format, and as a general rule
should use it only in cases where it provides significant adva
tages over the simpler fixed-length array format. In paliiGu
e'Eﬁe use of variable-length arrays might preseffialilties for
§dplications that ingest tHe TSFITSfile via a sequential input
stream because the application cannot fully process any rows in
the table until after the entire fixed-length takd@d potentially
7.3.6. Variable-length-array guidelines the entirehheap has been transmitted as outlined in thequ®vi
aragraph.
While the above description is Sicient to define the required y aorap
features of the variable-length array implementation,esaints
[)egardifnglj usage of the variable-length array facility miglso g \\/orld coordinate World-coordinate  systems
e useful.

Programs that read binary tables should take care to not Representations of the mapping between image coordinates a
sume more about the physical layout of the table thaedsired physical (i.e., world) coordinate systems (WC8s)y may be
requiredby the specification. For example, there are no requireepresented withiftI TSFITSHDUs. The keywords that are used
ments on the alignment of data within the heap flifogent run- to express these mappings are now rigorously defined in a se-
time access is a concern one might want to design the tatgs of papers oworld coordinateworld-coordinatesystems
so that data arrays are aligned to the size of an array elemé@teisen & Calabretta | 2002)elestial coordinatecelestial-

In another case one might want to minimize storage and forgeordinatesystems|(Calabretta & Greisen_2002pectral co-
any eforts at alignment (by careful design it is often possiblerdinatespectral-coordinatsystems|(Greisen etial. 2006), and
to achieve both goals). Variable-length array dataymaybe time coordinatetime-coordinatesystems [(Rots et al.. 2015).
stored in the heap in any order, i.e., the data for owl are not An additional spherical projection, called HEALPIx, is drefd
necessarily stored at a largeffset than that for rowN. There in referencel(Calabretta & Roukema 2007). These WCS pa-
maymaybe gaps in the heap where no data are stored. Poirigéfs have been formally approved by the IAUFWG and there-
aliasing is permitted, i.e., the array descriptors for twonmre fore areincorporated by referencas an dicial part of this
arraysmaymaypoint to the same storage location (this could b&tandard. The reader should refer to these papers for awailiti
used to save storage if two or more arrays are identical). details and background information that cannot be inclumzd.

Byte arrays are a special case because they can be use¥gfipus updates and corrections to the primary WCS papees ha
store a ‘typeless’ data sequence. SiA¢eSFITSis a machine- been compiled by the authors, and are reflected in this sectio
independent storage format, some form of machine_speﬁi} dTherefore, where conflicts exist, the description in then@tard
conversion (byte swapping, floating-point format convemgiis  Will prevail.
implied when accessing stored data with types such as intege
and floating, but byte arrays are copied to and from extetoal s
age without any form of conversion.

An important feature of variable-length arrays is that it iRather than store world coordinates separately for eaaimdat
possible that the stored array lengthymaybe zero. This makes the regular lattice structure off/dTSFITSimage dfers the pos-
it possible to have a column of the table for which, typically  sibility of defining rules for computing world coordinatesach
data are present in each stored row. When data are présentpoint. As stated in Secf3.3.2 and depicted in Figl 1, image ar-
stored array can be as large as necessary. This can be ubeful way data are addressed vigegral array indicesthat range in
storing complex objects as rows in a table. value from 1 toNAXISj on axis Axis j. Recognizing that image

Accessing a binary table stored oneaadom accesandom- data values may have an extent, for example an angular separa
accesstorage medium is straightforward. Since the rows of datian, spectral channel width or time span, and thus that ¥ ma
in the main data table are fixed in size they can be randonmhake sense to interpolate between them, these integral arra

The values off SCALnandTZEROIMTSCALn andTZERON for
variable-length array column entries are to be appliedeosgi-
ues in the data array in the heap area, not the values of g a
descriptor. These keywords can be used to scale data valu
either static or variable-length arrays.

8.1. Basic concepts

31



32

Pixel wherer; are thepixel coordinatepixel-coordinateelements of

Coordinates

the reference pointj indexes the pixel axis, andthe world
axis. Them; matrix is a non-singular, square matrix of di-
CRETX,, mensionN x N, whereN is the number ofvorld coordinate
BCijor world-coordinateaxes. The elementg of the resultingnterme-
coLj diate pixel coordinaterector are @sets, in dimensionless pixel
units, from the reference point along axes coincident witise
of the intermediate world coordinate§ hus, the conversion of

Linear transformation:
translation, rotation,
skew, scale

Intermediate Pixel

Comntte, g to the correspondingtermediate world coordinate element

Intermediate-world-coordinate Elements a simple scale:

Rescale to . Xi = Sq' (10)
There are three conventions for associatiRr SFITS

keywords with the above transformations. In the first formal
———— ism, the matrix elementsy; are encoded in theCi_j keywords
Coordinates and the scale factors are encoded in th€DELTi keywords,
which musimusthave non-zero values. In the second formalism
Egs. [9) and(10) are combined as

CTYPE;,
|<@——— CRVALi

Coordinate

projection, offset Wi m N
) X = > (sm))(p; - 1)) (11)

Wof'ld =1
Coordinates and theCDi_j keywords encode the produsimj. The third

convention was widely used before the development of the
Fig.2: A schematic view of converting pixel coordinates t@wo previously described conventions and usesCHELTi key-
world coordinates. words to define the image scale and tABROTAZkeyword to

define CROTA2 keyword to specifya bulk rotation of the im-

age plane. Use of thEROTA2CROTA2 keyword is now dep-
indicesmay maybe generalized to floating-poipixel coordi- recated, and instead the newR€i_j or CDi_j keywords are
nates Integralpixel coordinatepixel-coordinatevalues coincide recommende@commendeldecause they allow for skewed axes
with the corresponding array indices, while fractiopakl coor- and fully general rotation of multi-dimensional arrays.€eTh
dinatepixel-coordinatevalues lie between array indices and thugsDELTi and CROTAkeywordsmayCROTA2 keywordsmay co-
imply interpolation Pixel coordinatéixel-coordinatealues are exist with theCbi_j keywords (but the€ROTA2must NOCROTA2
defined at all points within the image lattice and outsideX-( must notoccur with thePCi_j keywords) as an aid to old
cept alongconventionabxes, see Sed8.8). They form the basis FITSFITSinterpreters, but these keywondsismustbe ignored
of theworld coordinate formalism iffITSworld-coordinate for- by software that supports thedi_j keyword convention. In all
malism inFITSdepicted schematically in Figl 2. these formalisms the reference pixel coordinajesre encoded

The essence of representimgrid coordinate systems inin the CRPIXi keywords, and the world coordinates at the refer-

FITSworld-coordinate systems FRITSis the association of var- ence point are encoded in tARVALi keywords. For additional
ious reserved keywords with elements of a transformation (details, see Greisen & Calabretta (2002).
a series of transformations), or with parameters of a ptiojec The third step of the process, computing the final world co-
function. The conversion from pixel coordinatesin the datay ordinates, depends on the type of coordinate system, which i
to world coordinates is simply a matter of applying the sfiedi indicated with the value of th€TYPEi keyword. For some sim-
transformations (in order) via the appropriate keywordiga] ple, linear cases an appropriate choice of normalizatiorhie
conversely, defining a WCS for an image amounts to solvirsgale factors allows the world coordinates to be taken thjrec
for the elements of the transformation matrix(es) orfioients (or by applying a constantfiset) from thex (e.g., some spec-
of the function(s) of interest and recording them in the forrma). In other cases it is more complicated, and may reghee t
of WCS keyword values. The description of the WCS systenapplication of some non-linear algorithm (e.g., a profattias
and their expression iRITSFITSHDUSs is quite extensive and for celestial coordinates), which may require the spedificeof
detailed, but is aided by a careful choice of notation. Key eladditional parameters. Where necessary, numeric paravabte
ments of the notation are summarized in Tdble 21, and are used for non-linear algorithmsiusmustbe specified vi®?Vi_m
throughout this section. The formal definitions of the keydgo keywords and character-valued parameters will be specifeed

appear in the following subsections. PSi_m keywords, wherenis the parameter number.
The conversion of image pixel coordinates to world coordi- The application of these formalisms to coordinate systedms o
nates is a multi-step process, as illustrated in[Big. 2. interest is discussed in the following sub-sections: §8d.de-

For all coordinate types, the first step is a linear transfogcribes general WCS representations (see Greisen & Ctkabre
mation applied via matrix multiplication of the vector pixel 2002), Sectl8.3 describes celestial coordinaf@.d describes
coordinatepixel-coordinateelementsp;: celestial-coordinatsystems (sele Calabretta & Greisen 2002)),

Sect[8.4 describes spectral coordind®4 describes spectral-

N coordinatesystems (see Greisen et al. _2006), and SBktle-
g = Zmi(pi -1j) (9) gc(:)ril[)()as the representation of time coordinates (see Rats et
j=1 D).
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Table 21: WCS and celestial coordinates notation.

Variable(s) Meaning Related~ITS FITSkeywords

i Index variable for world coordinates
j Index variable for pixel coordinates

a Alternative WCS version code

P Pixel coordinates

r Reference pixel coordinates CRPIXja

m; Linear transformatioiinear-transformatiomatrix ~ CDi_ja or PCi_ja

S Coordinate scales CDELTia

xy) Projection plane coordinates

(9, 06) Native longitude and latitude

(a,96) Celestial longitude and latitude

(¢, 60) Native longitude and latitude of the fiducial point PVi_la’, Pvi_2a’
(o, 60) Celestial longitude and latitude of the fiducial pointCRVALia

(@p, 6p) Celestial longitude and latitude of the native pole

(#p. 6p) Native longitude and latitude of the celestial pole LONPOLEa (=PVi_3a'),

LATPOLEa (=PVi_4a’)

Notes. T Associated withongitudeAxis i.

8.2. World coordinate system World-coordinate-system exceptNAXIS in the HDU. The value oWCSAXES maymay

representations exceed the number of pixel axes for the HDU.

TYPEI — [string; indexed; default:!_.' (i.e. a linear, un-
defined axis)]. Type for thentermediate coordinate axis
Intermediate-coordinate Axis Any coordinate type that is
not covered by thistandardStandardr an dficially recog-
nizedFITSconventiorshalFITSconventiorshallbe taken to
be linear. All non-linear coordinate system namassmust
be expressed in ‘4-3' form: the first four characters spec-
ify the coordinate type, the fifth character is a hypher');
and the remaining three characters specify an algorithra cod
for computing the world coordinate value. Coordinate types
with names ofessfewerthan four characters are padded on
the right with hyphens, and algorithm codes wihksfewer

A variety of keywords have been reserved for computing theC
coordinate values that are to be associated with any pixel lo
cation within an array. The full set is given in Tabld 22; thas
most common usage are defined in detail below for convenience
Coordinate system specifications nm@gordinate-system speci-
ficationsmayappear in HDUs that contain simple images in the
primary array or in ammageIMAGE extension. Imagesiay may
also be stored in a multi-dimensional vector cell of a birtary
ble, or as a tabulated list of pixel locations (and optiondhe
pixel value) in a table. In these last two types of image regme
tations, the WCS keywords have dfdrent naming convention
which refle_cts the needs_ of the tabular data structure ané-the than three characters are padded on the right with HRnks
charactereight-charactelimit for keyword lengths, but other- Algorithm codesshoulghouldbe three characters.

wise follow exactly the same rules for type, usage, and dbfauCUNITi [string; | . av i :
- 05 - g; indexed; default:.' (i.e., undefined)].
values. See reference Calabretta & Greisen (2002) for ebeamp Physical units 0€RVAL andCDELT for axisiAxis i. Note that

usage of these keywords. All forms of these reserved keysvord unitsshouldshouldalways be specified (see Se@t3). Units

musmustbe used only as specified in this Standard. for celestial coordinate systems defined in this Standard
In the case of theinary tablebinary-tablevector representa- musmustbe degrees

tion, it is possible that the images contained in a givenroolof CRPIX] — [floating point; indexed: defaul.08 . §]. Location of

the table have dierent coordinate transformation values. Table the reference point i’n the ima{ge faxisAxis i correspond-

9 of [Calabretta & Greisen (2002) illustrates a techniquen(co ing tor; in Eq. (3). Note that the reference poimtymay
mom.y known as the. Green Bank Conventid, Wh'Ch utilizes lie outside the image and that the first pixel in the image has
additional columns in the table to record tt@ordinate transfor- pixel coordinates (D, 1.0, .. )
mationcoordinate-transformatioralues that apply to the corre- pua ;i — [floating poi’nt'; ’iﬁd'e.xed; default9.08.6]. World

spon_ding_image in _each row of the table. More information is CoordinatéNorld-coordinatevalue at the reference point of
provided in Appendikl.. axiSAXS i

The keywords given below constitute a complete set of fun-CDELTi _ [floating point; indexed:; default:.01 . ]. Increment
damental attributes for a WCS description. Although their i~ ¢ o \vord coordinate at the reference DOINtAGISAXIS i
clusion in an HDU is optionak-ITSwriters should=ITS writers The valuemust nomust nobe zero '
shouldinclude a complete set of keywords vv_he_n describing ROTAI — [floating point; indexed‘deféulﬂ.O@.@]. The amount
WCS. In the event that some keywqrds are missing, defauit va of rotation from the étandard éoordinate system taecent
uesmusmustbe assumed, as specified below. coordinate system. Further use of this of this keyword is dep

recated, in favor of the newer formalisms that useGbiej
or PCi_j keywords to define the rotation.
PCi_j — [floating point; defaults1.0 1.8 wheni = j, 0.00.0
otherwise]. Linear transformation matrix betwggrel axes
10 Named after a meeting held in Green Bank, West Virginia, USA Pixel Axesj andintermediate coordinate axb#ermediate-

in 1989 to develop standards for the interchangeionfle dish radio
astronomysingle-dish radio-astronongata. 11 Example:*RA---UV ’’RA---UV ’.

WCSAXES — [integer; defaultNAXTIS, or larger of WCSndexes
indicesi or j]. Number of axes in the WCS description. This
keyword, if presentmusmustprecede all WCS keywords
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Table 22: Reserved WCS keywords (continues on next page)

BINTABLE vector Pixel list
Keyword Description Global Image Primary Alternative Paim Alternative
Coordinate dimensionality WCSAXESa WCAXna .
Axis type CTYPEia iCTYPn  iCTYna TCTYPn TCTYna
AXis units CUNITia iCUNIn  iCUNna TCUNIn TCUNna
Reference value CRVALia iCRVLn  iCRVha TCRVLn  TCRVna
Coordinate increment CDELTia iCDLTn  iCDEna TCDLTn  TCDEna
Reference point CRPIXja JCRPXn  jCRPna TCRPXn TCRPna
Coordinate rotatioh CROTAI iCROTN TCROTN
Transformation matri PCi_ja ijPCna TPCn_kaor TPn_ka
Transformation matri CDi_ja ijCDna TCDn_kaor TCn_ka
Coordinate parameter PVi_ma PVn_maorivn_ma TPVNn_maor TVn_ma
Coordinate parameter array y.. iVn_Xa
Coordinate parameter PSi_ma PSn_maorisSn_ma TPSn_maor TSn_ma
Coordinate name WCSNAMEa WCSNna WCSnaor TWCSna
Coordinate axis name CNAMEia iCNAna TCNANna
Random error CRDERia iCRDna TCRDna
Systematic error CSYERia iCSYna TCSYna
WCS cross-reference target WCSTna
WCS cross reference ... WCSXna
Coordinate rotation LONPOLEa LONPNna LONPNna
Coordinate rotation LATPOLEa LATPna LATPna
Coordinate epoch EQUINOXa EQUIna EQUIna
Coordinate epoch EPOCH EPOCH EPOCH
Reference frame RADECSYSRADECSYS*  RADESYSa RADENa RADENa
Line rest frequency (Hz) RESTFREQ* RESTFRQa RFRQNa RFRQNa
Line rest vacuum wavelength (m) RESTWAVa RWAVNa RWAVNa
Spectral reference frame SPECSYSa SPECna SPECna
Spectral reference frame SSYSOBSa SOBSna SOBSna
Spectral reference frame SSYSSRCa SSRCna SSRCna
Observation X (m) OBSGEO-X° 0BSGXn OBSGXn
Observation Y (m) OBSGEO-Y® OBSGYN OBSGYn
Observation Z (m) OBSGEO-Z° OBSGZN OBSGZn
Radial velocity (m st) VELOSYSa VSYSna VSYSna
Redshift of source ZSOURCEa ZS0una ZS0una
Angle of true velocity VELANGLa VANGna VANGna
Date-time related keywords (see Jéct.9)

Date of HDU creation DATE
Datetime of observation DATE-OBS DOBSNn DOBSNn

MJID-0BS MJIDOBN MJIDOBN

BEPOCH

JEPOCH
Average datéime of observation DATE-AVG DAVGN DAVGN

MID-AVG MIDAN MIDAN
Start datdime of observation DATE-BEG

MID-BEG

TSTART
End dat@ime of observation DATE-END

MID-END

TSTOP
Net exposure duration XPOSURE Wall clock
Wall-clock exposure duration TELAPSE
Time scale TIMESYS CTYPEia iCTYPn  iCTYna TCTYPn TCTYna
Time zero-pointzero point(MJD) ~ MJDREF®
Time zero-pointzero point(JD) JDREF®
Time zero-pointzero point(ISO)  DATEREF
Reference position TREFPOS TRPOSN TRPOSN
Reference direction TREFDIR TRDIRN TRDIRN
SolarsystemSystemephemeris ~ PLEPHEM
Time unit TIMEUNIT CUNITia iCUNIn  iCUNna TCUNIn TCUNna
Time ofset TIMEOFFS
Time absolute error TIMSYER CSYERia iCSYEn  iCSYna TCSYn TCSYna
Time relative error TIMRDER CRDERia iCRDEn  iCRDna TCRDN TCRDnha
Time resolution TIMEDEL
Time location in pixel TIMEPIXR
Phase axi®hase-axigero point CZPHSia iCZPHn  iCZPna TCZPHn TCZPna
Phase axiPhase-axiperiod CPERIia iCPERN  iCPRNa TCPERN  TCPRna
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Table[22 (continued)

Notes.The indicesj andi are pixel and intermediate-world-coordinate axis numbespectively. Within a table, the indexefers to a column
number, ananrefers to a coordinate parameter number. The ifkd@go refers to a column number. The indicads either blank (for the primary
coordinate description) or a charactathroughz that specifies the coordinate version. See the text.

() crOTAI form is deprecated but still in use.ntust nobe used wittPCi_j, PVi_m, andPSi_m. @ PCi_j andCDi_j forms of the transformation matrix
are mutually exclusive, anahust notappear together in the same HDE).EPOCH is deprecated. USEQUINOX instead® These eight-character
keywords are deprecated; the seven-character forms, whitinclude an alternate version code letter at the simaildbe used instead® For
the purpose of time reference position, geodetic lattodgitudgelevationOBSGEO-B, OBSGEO-L, OBSGEO-H or an orbital-ephemeris keyword
OBSORBIT can be also used (see S&ct. 9.2B)[M] IDREF can be split in integer and fractional valug%] JDREFI and [M] JDREFF as explained
in Sect[9.ZP.

coordinate Axes. ThePCi_j matrixmust noimust nobe sin- 8.2.1. Alternative WCS axis descriptions
ular.

CD?_j — [floating point; defaults:0.00.08, but see below]. In some cases it is useful to describe an image with more than
Linear transformation matrix (with scale) betwegrel axes one coordinate tyffé. Alternative WCS descriptionsaymaybe
Pixel Axesj andintermediate coordinate axb#termediate- added to the header by adding the appropriate sets of WCS key-
coordinate Axes. This nomenclature is equivalentkgi_j words, and appending to all keywords in each set an alplabeti
whenCDELTi is unity. TheCDi_j matrix must nomust notoe code in the rangéthroughZA throughz. Keywords that may be
singular. Note that th&€Di_j formalism is an exclusive al- used in this way to specify a coordinate system version are in
ternative toPCi_j, and theCDi_j and PCi_j keywordsmust dicated in Tabl&22 with the fiix a. All implied keywords with
notmust notappear together within an HDU. this encoding areeserved keywordandmusbnly mustonly be

i o ) o used inFITSFITSHDUs as specified in this Standard. The axis
In addition to the restrictions noted above, if a0Bij key- nymbersmusmustlie in the range 1 through 99, and the coor-

words are present in the HDU, all other unspecifi@ij key- dinate parameten musmustiie in the range 0 through 99, both
wordsshalshalldefault to zero. If n&Di_j keywords are presentith no leading zeros.

then the headeshalshall be interpreted as being #Ci_j form

s ; Theprimaryversion of the WCS description is that specified
heth Jk I he . . 1 =
\|/_|\/DeJ. er or not anpcij keywords are actually present in t eWIth aa as the blank characfér Alternative axis descriptions

Some non-linear algorithms that describe the transform3s optional, b”mus_t nqmustnotbe_s_pecified unless t_he pri-
tion between pixel andntermediate coordinatitermediate- mary WCS description is also specified. If an alternative WCS

coordinateaxes require parameter values. A few non-linear aql_escrrrl]ptltt)gl is specified, _z?ltlhcoor?mat((ej keywﬂgd: for :hhaswnf
gorithms also require character-valued parameters, &@lgle tmhus ustbe given eveRnll ?Vi#ez 19nlct) Ir romf ?ti}e 0
lookups require the names of the table extension and thenzgiu '€ Primary version. Rules for the default values or altevea

to be used. Where necessary parameter valussnustbe spec- coordinate descriptions are the same as those for the prihear
ified via the following keywords. scription. The alternative descriptions are computedénsgime

fashion as the primary coordinates. The type of coordinate d
PVim - [floating point]. Numeric parameter values fopends on the value &TYPEia, and may be linear in one of the
intermediate world coordinate axitntermediate-world- alternative descriptions and non-linear in another.

coordinate Axis, wheremis the parameter number.Leading  The alternative version codes are selected byRIRGFITS
zerosmust nomust notbe used, anth may mayhave only \yriter; there is no requirement that the codes be used iraalph
values in the range 0 through 99, and that are defined for fhgtic sequence, nor that one coordinate versidierin its pa-
particular non-linear algorithm. rameter values from another. An optional keyw#G$NANMEa is

PSi_m— [string]. Character-valued parametersiftermediate 5o defined to name, and otherwise document, the various ver
world coordinate axisntermediate-world-coordinate AXis - sjons of WCS descriptions

where m is the parameter number. Leading zenosist
notmust notbe used, andn may may have only values in
the range 0 through 99, and that are defined for the particul

non-linear algorithm. %rCSNAMEa — [string; default foraa: '.' (i.e., blank, for the

primary WCS, else a charactéthroughZA throughz that
The following keywords, while not essential for a complete specifies the coordinate version]. Name of theld coordi-
specification of an image WCS, can be extremely useful fatrea  nateworld-coordinatesystem represented by the WCS key-
ers to interpret the accuracy of the WCS representationeof th words with the sffix aa. Its primary function is to provide
image. a means by which to specify a particular WCS if multiple

, i ) ) versions are defined in the HDU.
CRDERi — [floating point; default:0.08.8]. Random error in

coordinateCoordinate, whichmusmustbe non-negative.
CSYERI — [floating point; default0.00.0]. Systematic error in 12 Examples include the frequency, velocity, and wavelengthgaa
coordinateCoordinatd, whichmustnustbe non-negative. spectral axis (only one of which, of course, could be lingarthe po-

. . sition along an imaging detector in both meters and degneéiseosky.
These valueshoulcshouldgive a representative average valueis There are a number of keywords (eii@Cna) where thesa could

of the error over the range of the coordinate in the HDU. Th& pushed 6 the 8-chareight-charactekeyword name for plausible

total error in the coordinates would be given by summing th@lues ofi, jj, kk, nn, andmm. In such casesa s still said to be ‘blank’
individual errors in quadrature. although it is not the blank character.

35



36

Table 23: Reservecklestial coordinate algorithoelestial-coordinate-algorithoodes.

Default
Code ¢o 6o Properties  Projection name

Zenithal (azimuthal) projections
AZP 0° 90° Sect.5.1.1 Zenithal perspective
SZP 0° 90 Sect.5.1.2 Slant zenithal perspective
TAN 0° 90° Sect.5.1.3 Gnomonic
STG 0° 90 Sect.5.1.4 Stereographic
SIN 0° 90° Sect.5.1.5 Slant orthographic
ARC 0° 90> Sect.5.1.6 Zenithal equidistant
ZPN 0° 90° Sect.5.1.7 Zenithal polynomial
ZEA 0° 90> Sect.5.1.8 Zenithal equal-area
AIR 0° 90 Sect.5.1.9 Airy

Cylindrical projections
CYP 0 o Sect.5.2.1  Cylindrical perspective
CEA o o Sect. 5.2.2 Cylindrical equal area
CAR 0 Sect. 5.2.3 Plate carrée
MER o o Sect. 5.2.4 Mercator

Pseudo-cylindrical and related projections
SFL o O Sect. 5.3.1 Samson-Flamsteed
PAR o o Sect. 5.3.2 Parabolic
MOL o O Sect. 5.3.3 Mollweide
AIT o O Sect. 5.3.4 Hammer-Aitb

Conic projections
CcopP 0° 6, Sect.5.4.1 Conic perspective
COE 0 6, Sect. 5.4.2 Conic equal-area
COoD 0° 6, Sect. 5.4.3 Conic equidistant
C00 0 6, Sect.5.4.4 Conic orthomorphic

Polyconic and pseudoconic projections
BON o O Sect. 5.5.1 Bonne’s equal area
PCO 0 O Sect. 5.5.2 Polyconic

Quad-cube projections
TSC 0 0 Sect. 5.6.1 Tangential spherical cube
(e 0 0 Sect. 5.6.2 COBE quadrilateralized spherical cube
QsC 0 O Sect. 5.6.3 Quadrilateralized spherical cube

HEALPIx grid projection
HPX 00 0  Sect.6 HEALPIx grid

() Refer to the indicated section(in Calabretta & Greisen (2862a detailed descriptiod? This projection is defined in Calabretta & Roukéma
(2007).

8.3. Celestial coordinate system Celestial-coordinate-system are less commonly used in astronomy), the additional kegrwor
representations LATPOLEa mustmustbe used to specify the native latitude of the
celestial pole. See Calabretta & Grelsen (2002) for thesfaan
The conversion from intermediate world coordinateg) in the mation equations and other details.
plane of projection to celestial coordinates involves tteps: a The accepted celestial coordinate celestial-coordinate
spherical projection to native longitude and latituded), de- systems are: the standard equatorigh-- and DEC-RA--
fined in terms of a convenient coordinate system (native and DEC-), and others of the fornxL.ONLON and xLAT LAT
spherical coordinatgs followed by a spherical rotation of thesefor longitude-latitude pairs, wherg is GG for Galactic, EE
native coordinates to the required celestial coordinasesy for ecliptic, HH for helioecliptic andSS for supergalactic
(a,6). The algorithm to be used to define the spherical projegoordinates. Since the representationp&fnetary, lunar, and
tion musmustbe encoded in the€TYPEi keyword as the three- solar coordinatplanetary-, lunar-, and solar-coordinagestems
letter algorithm code, the allowed values for which are spe@ould exceed the 26 possibilitie§@rded by the single character
fied in Tabld 2B and defined in references Calabretta & Greisgnpairs of the formyZ_NLN andyZ TmayLT maybe used as
(2002) and_Calabretta & Roukema (2007). The tamggestial well.
coordinatecelestial-coordinateystem is also encoded into the
left-most portion of theCTYPEi keyword as the coordinate type. paprsysa — [string; default? FK4, *FK5’, or ' ICRS’ *FK4’,

For the final step, the paramete@NPOLEa must mustbe "FK5’, or "ICRS’: see below]. Name of the reference frame
specified, which is the native longitude of the celestiabpo). of equatorial or ecliptic coordinates, whose valnesmust
For certain projections (such as cylindricals and conidsciv be one of those specified in Taljlg] 24. The default value is
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FK4 ’FK4’ if the value ofEQUINOXa < 19840, FK5 if *FK5’ Table 24: Allowed values GfADESYSa.
if ’EQUINOX’a> 19840, orICRSif *ICRS’ if ’EQUINOX’a
is not given. Value Definition

EQUINOXa — [floating point; default: see below]. Epoch of the  ’1crs’ International Celestial Reference System
mean equator and equinox in years, whose valuemust "FK5’ Mean place, new (IAU 1984) system
be non-negative. The interpretation of epoch depends upon ’FK4’* Mean place, old (Bessel-Newcomb) system
the value ofRADESYSa if present:Besseliarif the value is "FK4-NO-E’'  Mean place: but without eccentricity terms
FK4 or FK4-NO-E’FK4’ or ’FK4-NO-E’, Julianif the value "GAPPT’ Geocentric apparent place, IAU 1984 system

is FK5; "FK5’; and not applicableif the value isICRS or @ NewFITSfiles shouldavoid using these older reference systems.
GAPPT’ICRS’ or ’GAPPT’.

EPOCH — [floating point]. This keyword is deprecated andctersmusmustspecify a predefined algorithm for computing
should noshould nobe used in newITSFITSfiles. Itisre- the world coordinates from the intermediate physical coord
served primarily to prevent its use with other meanings. Theates. The coordinate typeusmustbe one of those specified
EQUINOXEQUINOX keywordshalkhallbe used instead. Thein Table[25. When the algorithm is linear, the remainder ef th
value field of this keyword was previously defined to contaioTYPEia keyword musmustbe blank. When the algorithm is
a floating-point number giving the equinox in years for th@on-linear, thé&-letter algorithm codeusthree-letter algorithm
celestial coordinateelestial-coordinatsystem in which po- codemustbe one of those specified in Talble] 26. The relation-

sitions are expressed. ships between the basic physical quantities andv, as well as
DATE-OBS — [floating point]. This reserved keyword is definedhe relationships between various derived quantities issxngn
in Sect.[4.4.2. reference Greisen etlal. (2006).
MID-0BS — [floating point; defaultDATE-0BS if given, other- The generality of the algorithm for specifying tepectral

wise no default]. Modified Julian Date (JB- 2,400,000.5) coordinate spectral-coordinatesystem and its representation

of the observation, whose value corresponds (by default)$aggests that some additional description of the coorelimeaty

the start of the observation, unless another interpretation ise helpful beyond what can be encoded in the first four charac-

explained in the comment field. No specific time system (e.@rs of theCTYPEia keyword;CNAMEia is reserved for this pur-

UTC, TAI, etc.) is defined for this or any of the other timepose. Note that this keyword provides a name for an axis in a

related keywords. It isecommende@commendethat the particular WCS, while th@CSNAMEa keyword names the partic-

TIMESYS keyword, as defined in SeEl. 9.P.1 be used to spagar WCS as a whole. In order to convert between some form of

ify the time system. See also Sdct.]9.5. radial velocity and either frequency or wavelength, thekanygs
LONPOLEa — [floating point; defaultipo if 60 > 6o, ¢o + 180° RESTFRQa andRESTWAVa, respectively, are reserved.

otherwise]. Longitude in the native coordinate system ef th

celestial system’s north pole. Normally is zero unless a CNAMEia — [string; default: default:'.' (i.e. a linear, un-

non-zero value has been set fovi_1aPVi_la, which is as- defined axis)].Spectral coordinate description whiahust
sociated with thdongitudeaxis. This default applies for all notSpectral-coordinate description thatust notexceed 68
values of6p, includingfy, = 90°, although the use of non-  charactersin length.

zero values o)y are discouraged in that case. RESTFRQa — [floating point; default: none]. Rest frequency

LATPOLEa — [floating point; default: 99 or no default if of the of the spectral feature of interest. The physical unit
(6o, 60, pp — ¢0) = (0,0,+90°)]. Latitude in the native co- musmustbe Hz.
ordinate system of the celestial system’s north pole, oRESTWAVa— [floating point; default: none]. Vacuum rest wave-
equivalently, the latitude in theelestial coordinateelestial- length of the of the spectral feature of interest. The phalsic
coordinatesystem of the native system’s north polday unit musmustbe m.
This keywordmay be ignored or omitted in cases where
LONPOLEa completely specifies the rotation to the target cédne or the other oRESTFRQa or RESTWAVa shouldhouldbe
lestial system. given when it is meaningful to do so.

8.4.1. Spectral coordinate Spectral-coordinate reference

8.4. Spectral coordinate system Spectral-coordinate-system frames

representations
) ) ) ) _ ) Frequencies, wavelengths, and apparent radial velociteal-
This section discusses the conversion of intermediatedaar! ways referred to some selected standard of rest (i.e. erefer
ordinates to spectral coordinates with common axes suateas frame). While the spectra are obtained they are, of negessit
quency, wavelength, and apparent radial velocity (repitese o ghserver's rest frame. The velocity correction fromotzm-
here with the coordinate variablest, orv). The key pointfor yic (the frame in which the measurements are usually made)
constructing spectral WCS FFITSFITSis that one of these coor- 1, standard reference frames (whichustustbe one of those
dinatesmusmu_stbe sampled Iin.early in the disper;ion axis; th@iven in Tabld2l7) are dependent on the dot product with time-
others are derived from prescribed, usually non-linearsfia- | 5riaple velocity vectors. That is, the velocity with respeo
mations. Frequency and wavelength axesmayalso be sam- 4 standard reference frame depends upon direction, anathe v
pled linearly in their logarithm. locity (and frequency and wavelength) with respect to the lo
Following the convention for th€TYPEia keyword, when cal standard of rest is a function of the celestial coordinat
i is the spectral axis the first four characterssmustspecify within the image. The keywords$PECSYSa and SSYSOBSa are
a code for the coordinate type; for non-linear algorithms threserved and, if usedjusimustdescribe the reference frame in
fifth charactetmusimustbe a hyphen, and the next three chamse for thespectral axispectral-axi€oordinate(s) and the spec-
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Table 25: Reservesbectral coordinatspectral-coordinatgype codes.

Codé  Type Symbol Assoc. variablAssociated Default units
variable
FREQ Frequency 1% v Hz
ENER Energy E % J
WAVN  Wavenumber K v m!
VRAD  Radio velocity \Y, v mst
WAVE Vacuum wavelength A A m
VOPT  Optical velocity zZ Pl mst
ZOPT Redshift z A
AWAV Air wavelength Aa Aa m
VELO Apparent radial velocity v Y mst
BETA Beta factor y/c) B \Y

(@) Characters 1 through 4 of the value of the keywOTdPEia. By convention, the ‘radio’ velocity is given by(vo — v)/vo and the ‘optical’
velocity is given byc(2 — )/ 0.

tral reference frame that was held constant during the whser Table 26: Non-linear spectral algorithm codes.
tion, respectively. In order to compute the velocities ihéces-
sary to have the date and time of the observation; the keysvord Codé  Regularly sampled in  Expressed as

DATE-AVG andM]D-AVG are reserved for this purpose. See also rau Frequency Wavelength
Sect[9.b. F2V Apparent radial velocity
. . F2A Air wavelength
DATE-AVG — [string; default: none]. Calendar date of the mid- yp Wavelength Frequency
point of the observation, expressed in the same way as theyay Apparent radial velocity
DATE-OBS keyword. W2A Air wavelength
MID-AVG — [floating point; default: none]. Modified Julian Date = V2F ~ Apparentradial vel. ~ Frequency
(JD - - 2,400,000.5) of the mid-point of the observation. ~ '2" Wavelength
V2A Air wavelength
SPECSYSa — [string; default: none]. The reference frame in use a2r Air wavelength Frequency
for thespectral axispectral-axi€oordinate(s). Valid values  A2w Wavelength
are given in TablE27. A2V Apparent radial velocity
SSYSOBSa — [string; default:’ TOPOCENT’ * TOPOCENT’]. The LOG Logarithm Any four-letter type code
spectral reference frame that is constant over the range ofGRI Detector Any type code from Tatle]25
the non-spectral world coordinates. Valid values are gimen  GRA Detector Any type code from Tal[el25
Table[2T. TAB Not regular Any four-letter type code

. @ i
The transformation from the rest frame of the observer to a Characters 6 through 8 of the value of the keywOTPEia.

standard reference frame requires a specification of tregitot
on Eartf? of the instrument used for the observation in order t
calculate the diurnal Doppler correction due to the Eantb’s
tation. The location, if specifiecshalshall be represented as a
geocentric Cartesian triple with respect to a standarpsalidal
geoid at the time of the observation. While the position cin o
ten be specified with an accuracy of a meter or better, for most
purposes positional errors of several kilometers will hagg-
ligible impact on the computed velocity correction. Forailst
see reference Greisen et al. (2006).

0OBSGEO—Z — [floating point; default: noneZz—coordinate (in
meters) of a Cartesian triplet that specifies the locatiati w
respect to a standard, geocentric terrestrial refereaoeedy
where the observation took place. The coordimatesmust
be valid at the epoch]D-AVG or DATE-AVG.

Information on the relative radial velocity between the ob-
server and the selected standard of rest in the directioheof t
celestial reference coordinateaymay be provided, and if so
shalshallbe given by th&ELOSYSa keyword. The frame of rest
OBSGEO-X — [floating point; default: none]X—coordinate (in defined with respect to the emitting source may be repredente
meters) of a Cartesian triplet that specifies the locatidth, win FITSFITS,; for this reference frame it is necessary to define
respect to a standard, geocentric terrestrial refereapedy the velocity with respect to some other frame of rest. The key
where the observation took place. The coordimatesmust WordsSPECSYSaandZSOURCEa are used to documentthe choice
be valid at the epochID-AVG or DATE-AVG. of reference frame and the value of the systemic velocithef t

OBSGEO-Y — [floating point; default: none]Y—coordinate (in source, respectively.

meters) of a Cartesian triplet that specifies the locatiatin w
respect to a standard, geocentric terrestrial refereaoedy

\évherelléhet ?hbservat;%r];t(z?llépla];::i"g rlglgoordmatesmust systemic velocity of the observed source. Valuesimustbe
€ valid at the epociljb-AT% or B one of those given in Table B ceptfor SOURCE’ SOURCE’.
14 The specification of location for an instrument on a spadeara  VELOSYSa — [floating point; default: none]. Relative radial ve-
flight requires an ephemeris; keywords that might be reduiinethis locity between the observer and the selected standardtof res
circumstance are not defined here. in the direction of the celestial reference coordinate.t&ni

SSYSSRCa — [string; default: none]. Reference frame for the
value expressed in tHESOURCEa keyword to document the
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Table 27: Spectral reference systems. Table 28: Exampl&eywordskeyword record$or a100 element
100-elemenarray of complex values.
Value Definition
*TOPOCENT’  Topocentric Keywordrecords
"GEOCENTR’  Geocentric SIMPLE = T
"BARYCENT’  Barycentric BITPIX = -32
"HELIOCEN’  Heliocentric NAXIS = 2
"LSRK’ Local standard of rest (kinematic) NAXIS1 = 2
’LSRD’ Local standard of rest (dynamic) NAXIS2 = 100
"GALACTOC’  Galactocentric CTYPE1 = 'COMPLEX'
"LOCALGRP’  Local Group CRVAL1 = 0.
"CMBDIPOL’  Cosmic microwave backgrour@osmic-microwave-backgrourdipole CRPIX1 = 0.
" SOURCE’ Source rest frame CDELT1 = 1.
END
Notes.These are the allowed values of tBRECSYSa, SSYSOBSa, and
SSYSSRCa keywords. Table 29: Conventional Stokes values.

musmustbe m s'. The CUNITia keyword is not used for
this purpose since the WG&rsionVersiona might not be
expressed in velocity units.

Value  Symbol Polarization

1 |1’ Standard Stokes unpolarized
2 Q’'Q Standard Stokes linear

ZSOURCEa — [floating point; default: none]. Radial velocity 3 U Standard Stokes linear
with respect to an alternative frame of rest, expressed as a 4 vV Standard Stokes circular
unitless redshift (i.e., velocity as a fraction of the speéd ~1 RR’RR’ Right-right circular
light in vacuum). Used in conjunction witRSYSSRCa to —2 LL’'LL’ Left-left circular
document the systemic velocity of the observed source. -3 RL’RL’ Right-left cross-circular

VELANGLa — [floating point; default-90.+90.]. In the case of -4 LR’LR’  Left-right cross-circular
relativistic velocities (e.g., a beamed astrophysic3l jle¢ -5 XX’xx* X Xparallel linear
transverse velocity component is important. This keyword -6 YY ’YY’ Y Y parallellinear

-7 XY XY’ XY XYcross linear

may may be used to express the orientation of the space .
-8 YX 'YX’ YX YXcross linear

velocity vector with respect to the plane of the sky. See

Appendix A of reference Greisen et al. (2006) for further de-

tails. employed, while extensions are developed to cope with the di
ferences between time and spatial dimensions; notable gghon
these diferences is the huge dynamic range, covering the highest
resolution timing relative to the age of thimiversainiverse

The precision with which any time stamp conforms to any
The first FITSFITS paper [(Wells et al.. _1981) listed a numbeconventional time scale is highly dependent on the characte
of ‘suggested values’ for th€TYPEi keyword. Two of these istics of the acquiring system. The definitions of many conve
have the attribute the associated world coordinates camress tional time scales vary over their history along with thegissn

only integer values and that the meaning of these integersthst can be attributed to any time stamp. The meaning of any
only defined by convention. The first ‘conventional’ coor® time stamp may be ambiguous if a time scale is used for dates
is CTYPEia ="COMPLEX’ ’COMPLEX’ to specify that complex prior to its definition by a recognized authority, or for datd-
values (i.e., pairs of real and imaginary components) anedt ter that definition is abandoned. However, common sensddhou
in the data array (along with an optional weight factor). $ithe prevail: the precision in the description of the time cooede
complex axis of the data array will contain two values (oethif  shouldshouldbe appropriate to the accuracy of the temporal in-
the weight is specified). By convention, the real componast hformation in the data.

a coordinate value of 1, the imaginary component has a coordi

nate value of 2, and the weight, if any, has a coordinate vaue

3. Tabl€Z8 illustrates the required keywords for an arrayagf  9.1. Time values

complex values (without weights). Jhe three most common ways to specify time are: 1SO-8601
oo _Seeond | conventional  coordinate  19iSG [2004b), Julian Date (D), or Modified Julian Date (MJD
= pecify the polariza X .

tion of the data. Conventional values, their symbols, ar}zd‘]D_ 2 400Q 0005_’ see |AU1997). Julian Dates are counted

polarizations are given in Tallel29. rom Juhan proleptic (_:alendar date 1 January 4713 BCE athoo
or Gregorian proleptic calendar date 24 November 4714 BCE,

also at noon. For an explanation of the calendars, see Rats et

(2015). Even though it is common to think of certain reprégen

tions of time as absolute, time valuesHiT S FITSfiles shallall

Time as a dimension in astronomical data presents challenge considered relative: elapsed time since a particulareate

for its representation il TS FITSfiles. This section formulates pointin time. It may help to view the “absolute” values as ater

the representation of the time axis, or possibly multipteeti relative to a globally accepted zero point. For a discussibn

axes, into theNorld Coordinate Systerworld-coordinate sys- the precision required to represent time values in floagioig

tem (WCS) described in Sedi] 8. Much of the basic structure immbers, see Rots et al. (2015).

8.5. Conventional coordinate Conventional-coordinate types

9. Representations of time coordinates
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9.1.1. 1SO-8601 datetimedatetime strings indicator, not @&ime scaletime-scaleindicator. As the con-
cept of a time zone is not supportediilf SFITS, the use of

FITS FITS datetime strings conform to a subset of 1SO-8601 time zonetime-zoneindicator is inappropriate.

(which in itself does not imply a particular time scale) feveral
time-related keywords (Bunclark & Rots 1997), such akere 9.1.2. Julian and Besselian epochs
datetim®ATE-xxxx. Here datetimewill be used as a pseudo
data type to indicate its use, although its valuessmustbe
written as a character string Id’ format. The full specification
for the format of thelatetimelatetimestring has been:

In a variety of contextepochsare provided with astronomical

data. Until 1976 these were commonly based on the Besselian

year (see Sedt.9.3), with standard epochs B1900.0 and B1950

After 1976 the transition was made to Julian epochs based on

CCYY-MM-DD[Thh:mm:ss[.s...]] the Julian year of 365.25 days, with the standard epoch J@000

They are tied tdime scalegshe ET and TDBtime scalesre-
spectively. Note that the Besselian epochs are scaled watie

All in which all of the time partmaybe omitted (just leaving aple length of the Besselian year (see Sect. 9.3 and itooaunyi

the date) or the decimal secondaybe omitted. Leadingeroes note, which also applies to this context). The Julian epachs

must nozerosmust nobe omitted and timezone designators argasier to calculate, as long as one keeps track of leap days.
not allowed This definition is extended to allow five-digit years

with a mandatorysign, in accordance with 1ISO-8601. That is, ) )
oneshall use either theinsignedfour-digit year formator the 9-2- Time coordinate frame
signedfive-digit year format shown below. 9.2.1. Time scale

[+C]CCYY-MM-DD[Thh:mm:ss[.s...]] Thetime scalelefines the temporal reference frame, and is spec-
ified in the header in one of a few ways, depending upon the con-
text. When recorded as a global keyword, the time ssladdl be

— In counting years, 1SO-8601 follows the convention of insPecified by. the following keyword.
CIUd'nge?{ zerdfear ZerofonS(]?querétgl,Ef(()jr negﬁ_tlvheo)l/ear TIMESYS — [string; default:’UTC’ "UTC’]. The value field
numbers there is aniSet Ql_hone r(;frg 5 atﬁ?’ "i( af of this keywordshallcontain a character stringcontain a
not recognize gear zero. Thus yeafear Zero. Thus Ye character-stringode for the time scale of the time-related

corresponds to 1 ClearYear0 to 1 BCE yearYear—11o keywords. Therecommendecommendedalues for this
2 BCE, and so on. keyword in TablEQ have well defined0 have well-defined

- ;I'he d_earllest datef that may be represented in the ycanings, but other valuesaybe used. If this keyword is
our-digit year ormat Is 0000-01-01T00:00:00 absent, UTC’ musmustbe assumed.

"0000-01-01T00:00:00° (in the year 1 BCE); the latest
date is9999-12-31T23:59:5979999-12-31T23:59:59’. In relevant contexts (e.g., time axes in image arrays, table
This representation of time is tied to the Gregorian calegelumns, or random groupS)IMESYS may be overridden by
dar. In conformance with the present ISO-8601:2004(B)time scale recorded i@TYPEia, its binary tablebinary-table
standard [(ISO | _2004b) dates prior to 158R2ismustbe equivalents, oPTYPEi (see Tabl&22).
interpreted according to the proleptic application of the The keywordsIIMESYS, CTYPEia, TCTYPn, andTCTYna or
rules of Gregorius Xlll. For dates not covered by that randeénary tablebinary-tableequivalenmayassume the values listed
the use of Modified Julian Date (MJD) or Julian Date (JDin Table[30. In addition, for backward compatibility, allept
numbers or the use of the signed five-digit year format ®RIMESYS andPTYPEiI mayalso assume the valugIME’ (case-
recommende@commended insensitive), whereupon the time scalgall be that recorded in
— In the five-digit year format the earliest and latest dates arTIMESYS or, in its absence, its default valugjTC’. As noted
-99999-01-01T00:00:00 ’-99999-01-01T00:00:00° above, local time scales other than those listed in TaOlm&9

Note the following .

(i.e.,—100 000 BCE) and be used, but their usghouldbe restricted to alternate coordi-
+99999-12-31T23:59:59°+99999-12-31T23:59:59". nates in order that the primary coordinates will alwaysrefe

— The origin of JD can be written as: properly recognized time scale.
-04713-11-24T12:00:00°-04713-11-24T12:00:00". See Rots et all (2015), Appendix A, for a detailed discus-

— In time scale UTGhe UTC time scal¢he integer part of the sion of the various time scales. In cases where high-poatisi
seconds field runs from 00 to 60 (in order to accommodatiening is important onenay mayappend a specific realization,
leap seconds); in all other time scales the range is 00 to 5&h parentheses, to the values in the table; e.g.,TT(TAI)’,

— The 1SO-8601datetimelatetimedata type imot allowedin  *TT(BIPMO8)’, *UTC(NIST)’. Note that linearity is not pre-
image axis descriptions sinterequiredmage-axis descrip- served across all time scales. Specifically, if the refexqrasi-
tions sinceCRVAL is requiredto be afloating pointfloating- tion remains unchanged (s&ectionSect[9.2.3), the first ten,

pointvalue. with the exception of UT1’, are linear transformations of each
— 1SO-8601datetimelatetimedoes not imply the use of anyother (excepting leap seconds), as angl *TDB’ and *TCB’.
particular time scale (segectiorSect0.2.1). On average’TCB’ runs faster tharn TCG’ by approximately

— As specified by Bunclark & Rats (1997), time zones are ef-6x 1078, but the transformation fromr * TT’ or * TCG’ (which
plicitly not supported inFITS FITS and, consequently, ap-are linearly related) is to be achieved through a time ephisme
pending the letterZ’ to a FITS’Z’ to aFITSISO-8601 as provided by Irwin & Fukushima (1999).
string isnot allowed The rationale for this rule is that its  The relations between coordinate time scales and their dy-
role in the ISO standard is that oftane zonetime-zone namical equivalents have been defined as:
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T(TCG)= T(TT) + Lg x 86400x (JD(TT) — JDy)
T(TDB) = T(TCB)-Lg x86400x (JD(TCB)-JDo)+T DBy,
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Table 30: Recognized Time Scale Values

where:

T isin seconds

Lc = 6.969290134 10710

Lg = 1.550519768& 1078

JDp = 24431445003725

TDBy = -6.55x107°s.
Linearity is virtually guaranteed since images and indialta-
ble columns do not allow more than one reference positioreto b
associated with them, and since there is no overlap betveden r
erence positions that are meaningful for the first nine tioades
on the one hand, and for the barycentric ones on the other. All
use of thetime scale GMT in FITSGMT time scale inFITS
files shall be taken to have its zero point at midnight, confor-
mant with UT, including dates prior to 1925. For high-prémis
timing prior to 1972, see Rots et/&l. (2015), Appendix A.

Some time scales in use are not listed in Table 30 becausdarol

they are intrinsically unreliable or ill-defined. When usétey
shouldbe tied to one of the existing scales with appropriate spec-
ification of the uncertainties; the same is true for freening
clocks. However, a local time scale such as MET (Mission
Elapsed Time) or OET (Observation Elapsed Timmglybe de-
fined for practical reasons. In those cases the time referenc
value (seeSection 9.2.Pxhall noSect[9.2R)shall notbe ap-
plied to the values, and it is stronghgcommendeithat such
timescalesecommendedhat such time scalelse provided as
alternate time scales, with a defined conversion to a rezedni
time scale.

It is useful to note that while UT1 is, in essence, an angle (of
the Earth’s rotation +-e.,aclock), the others are Sl-second coun-
ters chronometers UTC, by employing leap seconds, serves as
a bridge between the two types of time scales.

9.2.2. Time reference value

The time reference value isot requireciot requiredto be
presentin an HDU. However, if the time reference point ispe
ified explicitly it mustmustbe expressed in one of 1ISO-8601,
JD, or MJD. These reference valuasisbnly only be applied
to time values associated with one of the recognized timesca
listed in Tabld_3D, and that time scateismustbe specified ex-
plicitly or implicitly as explained in Secf. 9.2.1.

The reference point in time, to which all times in the HDU

Value Meaning
"TAI’  (International Atomic Time):atomic timeatomic-
time standard maintained on the rotating geoid
"TT’  (Terrestrial Time; IAU standard): defined on the ro-
tating geoid, usually derived as TAI32.184 s
"IDT’  (Terrestrial Dynamical Time): synonym for TT (dep-
recated)
’ET’  (Ephemeris Time): continuous with TEhould not
should note used for data taken after 1984-01-01
*IAT’  synonym for TAl (deprecated)
’UT1’  (Universal Time): Earth rotation time
"UTC”  (Universal Time, Coordinated; default): runs syn-
chronously with TAI, except for the occasional in-
sertion of leap seconds intended to keep UTC within
0.9 s of UT1; as 02015 -07-012015-07-01UTC =
TAl —36s
'GMT’  (Greenwich Mean Time): continuous with UTC; its

uTO!

'GPS’

*TCG’

*TCB’

’TDB’

’LOCAL’

use is deprecated for dates after 1972-01-01
(Universal Time, with qualifier): for high-precision
use ofradio signafadio-signalistributions between
1955 and 1972; see Rots et al. (2015), Appendix A
(Global Positioning System): runs (approximately)
synchronously with TAl; GPS TAlI - 19 s
(Geocentric Coordinate Time): TT reduced to the
geocenter, corrected for the relativistiffexts of
the Earth'’s rotation and gravitational potential; TCG
runs faster than TT at a constant rate

(Barycentric Coordinate Time): derived from TCG
by a4-dimensionafour-dimensionatransformation,
taking into account the relativistidfects of the grav-
itational potential at the barycenter (relative to that
on the rotating geoid) as well as veloctiyne dila-
tion time-dilation variations due to the eccentricity
of the Earth’s orbit, thus ensuring consistency with
fundamental physical constants; Irwin & Fukushima
(1999) provide a time ephemeris

(Barycentric Dynamical Time): runs slower than
TCB at a constant rate so as to remain approximately
in step with TT; runs therefore quasi-synchronously
with TT, except for the relativistic féects intro-
duced by variations in the Earth’s velocity relative
to the barycenter. When referring to celestial ob-
servations, a pathlength correction to the barycenter
may be neededvhich requires the Time Reference
Direction used in calculating the pathlength correc-
tion.

for simulation data and for free-running clocks.

are relative shall be specified through one of three keywords
specified below.

1Specific realization codasaybe appended to these values, in

parentheses; see the text. For a more-detailed discudsiiomeo

MIDREF - [floating-point]; default0.08. 0] The value field of
this keywordshall contain the value of the reference time in
MJD.

JDREF — [floating-point; default: none] The value field of this

scales, see Rots et al. (2015), Appendix A.

MIDREFI - [integer; defaultd®] The value field of this keyword

shall contain the integer part of reference time in MJD.

keywordshall contain the value of the reference time in JD. MDREFF — [floating-point; default0.08.0] The value field of
this keywordshall contain the fractional part of reference

time in MJD.

string representation of the reference time in 1SO-8601 forPREFL — [integer; default: none] The value field of this key-
word shall contain the integer part of reference time in JD.

JDREFF — [floating-point; default: none] The value field of this
keywordshall contain the fractional part of reference time in

DATEREF — [datetime; default: none] The value field of this
keywordshallcontain a character stringontain a character-

mat.
MIDREF and JDREF maymay, for clarity or precision reasons, be

split into two keywords holding the integer and fractionalts
separately.

JD.
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If [M]JDREF and both [M]JDREFI and [M]JDREFF are Table 31: Standard Time Reference Position Values
present, the integer and fractional valgésil shall have prece-
dence over the single value. If the single value is presehtavie Value' Meaning
of the two parts, the single valéallshallhave precedence. In ’TOPOCENTER’  Topocenter: the location from where the ob-
the following,MJDREF andJDREF refer to their literal meaning or servation was made (default)
the combination of their integer and fractional parts. Ifeatier "GEOCENTER’  Geocenter
contains more than one of these keywor@BREF shall have "BARYCENTER’  Barycenter of the Solar System

precedence oveDATEREF and MIDREF shall have precedence "RELOCATABLE’  Relocatable: to be used for simulation data
over both the others. If none of the three keywords is present / , only - . .
there is no problem as long as all times in the HDU are expdesse cusToM” - A ??hs't'og Spect'f'edl by tc.oord'nates that is
in 1SO-8601; otherwiselJDREF =0.0 must 8.8 mustbe as- ot The onservalory ‘ocafion
sumed. IfTREFPOS ="’ (Section[9.2.B)’ CUSTOM’ (Sect[9.2B),  Less-common, but allowed standard values
it is legitimate for none of theeference timereference-time M ELToc N Heliocenter
keywords to be present, as one may assume the data are from™ ", .,/ \~11c*  Galactic center
a simulation. Note that thealueof the reference time has global > gugarycENTER’  Earth-Moon barycenter
validity for all time values, but it does not have a particuieme "MERCURY’  Center of Mercury
scale associated with it. VENUS®  Center of Venus
"MARS’  Center of Mars

i . ’JUPITER’  Barycenter of the Jupiter system

9.2.3. Time reference position "SATURN’  Barycenter of the Saturn system

PR : i : : "URANUS’  Barycenter of the Uranus system
An ob_servanon is an event in space-time. Th_e ref_erenc_elpn_3| 'NEPTUNE'  Barycenter of the Neptune System
specifies the spatial location at which the time is validheit
where the observation was made or the point in space for whi Qtes (MRecognized values fAREFPOS, TRPOSN; only the first three
light-time Correctlons_have been applled: When recordgd AZharacters of the values are significan't and Solar Systeatitos are
global keyword, the time reference positishall be specified /¢ specified in the ephemerides
by : the following keyword. '

TREFPOS — [string; default:* TOPOCENTER’ * TOPOCENTER’] The reader is cautioned that time scales and reference posi-
The value field of this .keyword;halk:ontain a character tions cannot be combined arbitrarily if one wants a clock tha
string contain a character-stringpde for the spatial loca- 'UNS linearly aTREFPOS. Table[32 provides a summary of com-
tion at which the observation time is valid. The vaiwuld Patible combinations: BARYCENTER® shouldonly be used in
be one of those given in TalIgl31. This keywstallapply conjunction with time scalesnd’ TDB’ and’TCB’, andshould

to time coordinateapply to time-coordinataxes in images be_ the only reference position used with these time scales.
as well. With proper care, , and *GEOCENTER’, *TOPOCENTER’, and

"EMBARYCENTER’ are appropriate for the first ten time scales
In binary tablesdifferent columnsnayrepresent completely in Table[30. However, relativisticfiects introduce a (generally
different Time Coordinate Frames. However, each column cliftear) scaling in certain combinations; highly eccenspace-
have only one time reference position, thus guaranteeieglti craft orbits are the exceptions. Problems will arise whengis
ity (seeSectionSect@0.2.3). a reference position on anotheglar systengolar Systenbody
(including "HELIOCENTER’). Thereforé is recommendedt is
TRPOSN— [string; default” TOPOCENTER’ * TOPOCENTER’] The  recommendetb synchronize the local clock with one of the time
value field of this keywordshallcontain a character string scales defined on the Earth’s surfaceor *TT’, *TAT’, ’GPS’,
contain a character-stringpde for the spatial location ator *UTC’ (in the last case: beware of leap seconds). This is com-
which the observation time is valid. This table keywshll - mon practice for spacecraft clocks. Locally, such a clock wi
overrideTREFPOS. not appear to run at a constant rate, because of variatidhg in
gravitational potential and in motions with respect to Babut

Tr?e ref%rEeonCCEinP;Rs,'t'oq;’ggg@s}%’_&%,a standar?_ location the dfects can be calculated and are probably small compared
(such asr = or )orapointinspace i errors introduced by the alternative: establishingeal
defined by specific coordinates. In the latter case one shmJIdﬂme standard

aware that a3-D) spatial coordinatthree-dimensional) spatial- _ o

coordinatdrame needs to be defined that is likely to bfetient In order to provide a complete descriptiorTOPOCENTER’
from the frame(s}hatwith which the data are associateih. equires the observatory’s coordinates to be specifiedreThe
Note that’ TOPOCENTER’ is only moderately informative if no are three optionsa)(a) the ITRS Cartesian coordinates defined
observatory location is provided or indicated. The commionin Sect.[8.4.]1 @BSGEO-X, OBSGEO-Y, OBSGEO-Z), which are
allowed standard values are shown in Tdble 31. Note that f3fongly preferred(b)(b) a geodetic latitudéongitudgelevation
the gaseous planets the barycenters of their planetargrsgst triplet (defined below); ofc)(c) a reference to aorbit ephemeris
including satellites, are used for obvious reasons. Whiis i Orbit-ephemerifile. A set of geodetic coordinates is recognized
preferable to spell the location names out in full, in oraebe : by the following keywords.

consistent with the practice of Greisen et al. (2006) thelesl

are allowed to be truncated to eight characters. Furtherniror

order to allow for alternative spellings, only the first targhar- 0OBSGEO-B — [floating-point] The value field of this keyword
acters of all these valueshall be considered significant. The  shall contain the latitude of the observation in deg, with
value of the keywordhallbe case-sensitive. North positive.
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Table 32: Compatibility of Time Scales and Reference Rusiti g 2 4. Time reference direction

Reference Time scale If any pathlength corrections have been applied to the time
Position TT,TDT TCG TDB TCB LOCAL Stamps (i.e., if the reference position is FGOPOCENTER’ for
TAI IAT observational data), the reference direction that is usedlcu-
GPS lating the pathlength delaghouldbe provided in order to main-
UTC, GMT tain a proper analysis trail of the data. However, this iSulse
' TOPOCENTER’ t Is only if there is also information available on the locatioarh
’GEOCENTER’ Is c where the observation was made (the observatory locafitie).
"BARYCENTER’ Is c direction will usually be provided in gpatial coordinatspatial-
"RELOCATABLE’ c coordinateéframe that is already being used for the spatial meta-
Other? re re data, although it is conceivable that multiple spatial fesnare

involved, e.g., spherical ICRS coordinates for celestisifions,
Notes.MLegend (combination isot recommendeifithere is no entry); and Cartesian FK5 for spacecraft ephemeris. The time mdere
c: correct match; reference position coincides with theiapatigin of  direction does not by itself provide Sicient information to per-
the space-time coordinatés;correct match on Earth’s surface, otherform a fully correct transformation; however, within thentext
wise usually linear scalinds: linear relativistic scalingre: non-linear of a specific analysis environment’it shouldﬁ%:e

relativistic scaling®@All other locations in the Solar System. The uncertainty in the reference directidfﬁe;tts the errors
in the time stamps. A typical example is provided by barydent

OBSGEO-L — [floating-point] The value field of this keyWordﬁorrections where the time error is related to the positivore

shall contain the longitude of the observation in deg, wit

East positive. terren(MS) < 2.4 POSyren(arcsec)
OBSGEO-H — [floating-point] The value field of this keyword o
shall contain the altitude of the observation in meters. The reference direction is indicated through a referenaspé

i ) ) o ] cific keywords. These keywordsayhold the reference direction
An orbital ephemerisorbital-ephemerisfile can instead be explicitly or (for data inBINTABLESBINTABLE extensionjin-
specified. dicate columns holding the coordinates. In event lists eliee
OBSORBIT — [string] The value field of this keyworghall individual photons are tagged with a spatial position, éhos-
contain the character-string URI, URL, or the name of aprdinatesnayhave been used for the reference direction and the
orbit ephemerisrbit-ephemerisile. reference will point to the columns containing these cauaté

) i i _ values. The time reference directighall be specified by the
Beware that only one set of coordinates is allowed in a 9iVERy\vord:following keyword.

HDU. Cartesian ITRS coordinates are the preferred cootelina

system; however, when using these in an environment reqUEREFDIR — [string] The value field of this keywordghall

ing nanosecond accuracy, one should take care to distmguis contain a character string composed of: the name of the key-
between meters consistent with TCG or with TT. If one uses word containing the longitudinal coordinate, followed by a
geodetic coordinates, the geodetic altitl@BSGEO-H is mea- comma, followed by the name of the keyword containing the
sured with respect to the IAU 1976 ellipsoiathich is defined  |atitudinal coordinate. This reference directismallapply to

as having a semi-major axis of 6 378 140 m and an inverse flat- time coordinateapply to time-coordinataxes in images as
tening of 298.2577. well.

A non-standard location indicated byust CUSTOM’ must
be specified in a manner similar to the specification of th@ebs  |n binary tablesdifferent columnsnayrepresent completely
vatory location (indicated by TOPOCENTER’). One should be different Time Coordinate Frames. However, also in that situ-
careful with the use of theCUSTOM’ value and not confuse it ation the condition holds that each column can have only one
with > TOPOCENTER’, as use of the latter imparts additional inTime Reference Direction. Hence, the following keywondy

formation on the provenance of the data. mayoverrideTREFDIR: .
ITRS coordinatesX,Y,ZX,Y,Z) may be derived from geode-
tic coordinatesl(,B,HL,B,H) through: TRDIRN— [string] The value field of this keyworshall contain
X = (N(B) + H) cosl) cos a character string consisting of the name of the keyword or
(NB) ) _ bycos®) column containing the longitudinal coordinate, followed b
Y = (N(B) + H) sin(L) cos@®) a comma, followed by the name of the keyword or column
_ _ . containing the latitudinal coordinate. This referenceschr
Z = (N(B)(1- &) + H)sin(®) tion shallapply to time coordinatepply to time-coordinate
where: axes in images as well.
N(B) = s
J1—e? sir?(B) 9.2.5. Solar System Ephemerisephemeris
& = 2f _ f2 If applicable, the Solar System ephemeris used for calogjat

pathlength delayshouldbe identified. This is particularly perti-
a is the semi-major axis, and is the inverse of the in- nentwhen the time scaleds ’TCB’ or ’TDB’. The ephemerides
verse flattening. Nanosecond precision in timing requihes t that are currently most often used are those from JPL (268)14a,
OBSGEO- [BLH] be expressed in a geodetic reference frame de- The Solar System ephemeris used for the data (if required)
fined after 1984 in order to be Siciently accurate. shallbe indicated by the following keyword
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PLEPHEM — [string; default: 'DE405°] The value field of tropical year,’ ta’, in daysis:
this keywordshall contain a character string thahould
represent a recognized designation for the Solar Syst(ir&l — 36524219040211236 0.00000615251349
ephemeris. Recognized designations for JPL Solar Systeém 102 : 103
ephemerides that are often used are listed in TaBle 33. —6.0921x 10" T* + 2.6525x 107 T~ (d)

whereT is in Julian centuries since J2000, using time scale TDB.
The length of the Besselian year in days is:

Table 33: Validsolar systensolar System ephemerides
1Ba= 3652421987817 0.00000785423 (d)

Value Reference whereT is in Julian centuries since J1900, using time scale ET,
'DE200”  [Standish((1990); considered obsolete, but stillin use although for these purposes théfeience with TDB is negligi-
'DE405° [Standish((1998); default ble.

’DE421°  [Folkner, et al.[(2009) Readers are cautioned that the subject of tropical and
"DE430°  [Folkner, et al.[(2014) Besselian years presents a particular quandary for thefispec
"DE431°  [Folkner, et al.[(2014) cation of standards. The expressions presented here armtite

'DE432”  [Folkner, et al.(2014) accurate available, but are applicable for use when cigdtia

files (which is strongly discouraged), rather than for ipteting
Future ephemerides in this serisall be accepted and rec-€Xisting data that are based upon these uBitsHowever there
ognized as they are released. Additional ephemeridesmaesiqS no guarantee that the authors of the data applied thesetpar

tionsmavmavbe recoanized by the IAUFWG upon request. 'ar definitions. Users are therefore advised to pay closatdin
ymay g y P g and attempt to ascertain what the authors of the data resdig.u

9.3. Time unit . ..
9.4. Time offset, binning, and errors

When recorded as a global keyword, the unit used to express .
time shall be specified by the following keyword. 9.4.1. Time offset
) ] ~ Auniform clock correctiormay maybe applied in bulk with the
TIMEUNIT — [string; default:’s’’s’] The value field of this following single keyword.

keyword shall contain a character string that specifies the i i )
time unit; the valushouldbe one of those given in Talilel34. TIMEOFFS — [floating-point; default0.00.6] The value field
This time unitshall apply to all time instances and durations  ©f this keywordshall contain the value of theftset in time
that do not have an implied time unit (such as is the case thatshall be added to the reference time, given by one of:
for JD, MJD, 1SO-8601, J and B epochs). If this keyword is MIDREF, JDREF, or DATEREF.

absent,’s” shallbe assumed. The time dfset may serve to set a zero-poifiiset to a rela-

tive time series, allowing zero-relative times, or justheg pre-

In an appropriate context, e.g., when an image has a time a¥gjon, in the time stamps. Its default value is zero. The@aif
TIMEUNIT may be overridden by theUNITia keywords and his keyword #ects the values ofSTART, andTSTOP, as well
their binary tablebinary-tableequivalents (see Tale22). as any time pixel values in a binary table. However, this con-

The specification of the time unit allows the values de‘(ineé-ilructmayonly be used in tables andust nomust notbe used
inlGreisen & Calabretta (2002), shown in Tablé 34, with the ag, images.

dition of the century. See also Seci.14.3 for generalitiesuib
units.
9.4.2. Time resolution and binning

Table 34: Recommended time units The resolution of the time stamps (the width of the time sam-

pling function) shall be specified by the following keyword.

Value Definition

,(Si, 32;0(2d8g%%u2)) TIMEDEL — [floating-point] The value field of this keyword
a’ (Julian) year £ 365.25 d) shall contain the value of the time resolution in the units
ey’ (Julian) century £ 100 a) of TIMEUNIT. This construct, when presemhall onlyshall

, only be used in tables andust nomust notbe used in im-
The following values are also acceptable. ages.
:E}“’ 3!”‘?368% 2305)3) In tables this may, for instance, be the size of the bingifoe
'y (Ju%ian) yéar(: 'a’ = 365.25 seriedime-serieglata or the bit precision of ttiene stamgime-

d) stampvalues. _ o _ _

"ta’  tropical year When data are binned in time bins (or, as a special case,
'Ba’ Besselian year events are tagged with a time stamp of finite precision) itnis i

portant to know to the position within the bin (or pixel) to iwh
the time stamp refers. Coordinate values normally cornedpo

The use ofand’ta’ and’Ba’ is not encouraged, but thereto the center of all pixels (see S€ci.]8.2); yet clock reaslarg
are data and applications that require the use of tropicalsyeeffectively truncations, not rounded values, and thereforeeeo
or Besselian epochs (s€ectionSect[0.1.2). The length of the spond to the lower bound of the pixel.
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TIMEPIXR — [floating-point; defaultd.50. 5] The value field of Table 35: Keywords for global time values
this keywordshall contain the value of the position within
the pixel, from 0.0 to 1.0, to which the time-stamp refers.Keyword  Notes

This construct, when presestall onlyshallonlybe used in  DATE Defined in Secf 4412
tables andnust nomust nobe used in images. DATE-0BS  Defined in Sect[4.4]12. Keyword value was not re-
stricted to mean the start time of an observation, and
A value of 0.0 0.6 may be more common in certain contexts, has historically also been used to indicate some form
e.g. when truncated clock readings are recorded, as is e ca of mean observing date and time. To avoid ambiguity
for almost all event lists. useDATE-BEG instead.

DATE-BEG Defined in this section.
DATE-AVG Defined in Sect{8.4]1. The method by which aver-

9.4.3. Time errors age times should be calculated is not defined by this
Standard.

The absolute time error is the equivalent of a systematiarerr DATE-END  Defined in this section.

shallbe given by the following keyword MID-0BS  Defined in Secf 83

MJID-BEG Defined in this section.
TIMSYER - [floating-point; defaultD.®.] The value field of this' MID-AVG ~ Defined in Sect"8411. The method by which aver-
keywordshall contain the value of the absolute time error, in age times should be calculated is not defined by this

units of TIMESYS. Sta_ndarql. _ _
MJID-END Defined in this section.

This keywordmay be overridden, in appropriate context (e.g., TSTART Defined in this section.

time axes in image arrays or table columns; byaieERia key-  TSTOP Defined in this section.
words and theibinary tablebinary-tableequivalents (see Table
[22). of TIMEUNIT, relative toMJDREF, JDREF, or DATEREF and

The relative time error specifies accuracy of the time stamps TIMEOFFS, in the time system specified by tIEMESYS key-
relative to each other. This error will usually be much serall  word.
than the absolute time error. This error is equivalent tanaoan

error, andshall be given by the following keyword TSTOP — [floating-point] The value field of this keywoghall

contain the value of the stop time of data acquisition insunit

TIMRDER - [floating-point; default0.0.] The value field of this ~ Of TIMEUNIT, relative toMJDREF, JDREF, or DATEREF and
keywordshall contain the value of the relative time error, i.e. TIMEOFFS, inthe time system specified by tHEMESYS key-
the random error between time stamps, in unitsMESYS. word.

. . . . The alternate-axis equivalent keywords for
This keywordmaybe overridden, in appropriate COntext (€9 \rap| ESBINTABLE extensionC;DOBSn MJDOBnyDAVGn and

;[/'Vrgre dzxa?r? dlrt]hlglig?nea?rr;}ésle%ri:lz?le-tggllgTjsi\;/;)I}é ﬁ?iggek%éle MIDAN, as defined in Table22, are also allowed. Note that of the
y y q above onlyTSTART andTSTOP are relative to the time reference

22). value. As in the case of the time reference value Seetion
Sect.0.2.2), the JD values supersede DATE values, and MJD
9.5. Global time keywords values supersede both, in cases where conflicting values are

. . . , resent.
The time keywords in Table 85 are likely to occur in headefs It should be noted that, although they do not represent ¢jloba
even when there are no time axes in the data. ExXCeADE,  {ime values within an HDU, theRVALia andCDELTia keywords,
they provide the top-level temporal bounds of the data in t%‘?‘ud theirbinary tablebinary-tableequivalents (see Tablg]22),
HDU. As noted before, they may also be implemented as tabjg represent (binary) time values. They should be handtéd
columns. Keywords not previously described are definedigeloy, e same care regarding precision when combining them ith t
all are included in the summary Table 22. time reference valy@s any other time value.

DATE-BEG — [datetime] The value field of this keywoxhall Finally, Julian and Besselian epochs (Seetiond 9.1]2and
contain a character string in 1ISO-8601 format that specifi€ects[9.1]12 anf.3) maybe expressed by these two keywords
the start time of data acquisition in the time system spetifie- to be used with great caution, as their definitions are more
by theTIMESYS keyword. complicated and hence their use more prone to confusion

DATE-END — [datetime] The value field of this keywoshall  JEPOCH - [floating-point] The value field of this keywoshall

contain a character string in 1ISO-8601 format that specifies contain the value of the Julian epoch, with an implied time
the stop time of data acquisition in the time system specified scale of’ TDB’.

by theTIMESYS- keyW(?rd. . . BEPOCH — [floating-point] The value field of this keywoshall
MJD-BEG — [floating-point] The value field of this keyword  contain the value of the Besselian epoch, with an implied
shall contain the value of the MJD start time of data acquisi- time scale of ET’.

tion in the time system specified by tIEMESYS keyword. . .
¥ P y yw When these epochs are used as time stamps in a table

MJD-END — [f_Ioatlng-pomt] The value f'elq of this keyworq column their interpretation will be clear from the context. When
shall contain the value of the MJD stop time of data acquis{ne keywords appear in the header without obvious context,
tion in the time system specified by thEMESYS keyword.  {heymusmustbe regarded as equivalentsasfdDATE-0BS and

TSTART - [floating-point] The value field of this keywoshall MJID-0BS, i.e., with no fixed definition as to what part of the
contain the value of the start time of data acquisition insinidataset they refé.
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9.6. Other time coordinate time-coordinate axes Good-Time-Interval (GTI) tables are common for exposures
th gaps in them, particularly photon-event files, as theken

. . [
There are a few coordinate axes that are related to time and ﬁe{ possible to distinguish time intervals with “no signal-de

are accommodated in thigandar&tandard (temporal)phase

on a given period, and can appear in parallel withe as an

alternate description of the same axis. Timelag is the doate

of cross- and auto-correlation spectra. The tempfegjuency

is the Fourier transform equivalent of time and, partidylahe

coordinate axis of power spectra; spectra where the depén

variable is the electromagnetic field are excluded heresbat

Greisen et al.[ (2006). These coordinate aslesll be specified

by giving CTYPEi and itsbinary tablebinary-tableequivalents

one of the values:, or "PHASE’, *TIMELAG’, or ’FREQUENCY’. 9.8. Recommended best practices
Timelag units are the regular time units, and the basic uni . - . .

for frequer?cy iS'Hz’. Neithe?of these two coordinates is a Iin-t|JF1e following guidelines should be helpfulin creating datad-

ear or scaled transformation of time, and therefore carpear Ucts with a complete and correct time representation.

in parallel with time as an alternate description. That Igl,\fan — The presence of the informatioMATE keyword isstrongly

vector of values for an observable can be paired with a ceordi recommendeih all HDUSs.

nate vector of time, or timelag, or frequency, but not withreno _ One or more of the informational keywordsTE-xxxx

than one of these; the three coordinates are orthogonal. _andorMID-xxxx shouldbe present in all HDUs whenever a

_ Phase canappearin parallel with time as an alternate gescri  meaningful value can be determined. This also applies, e.g.

tion of the same axis. Phasaall be recorded in the following  to catalogs derived from data collected over a well-defined

columnsandSTART andSTOP, andmaycontain one optional col-
umn, contain oneptionalcolumnWEIGHT. The first two define
the interval, the third, with a value between 0 and 1, theitual
qO/FIZthe intervalji.e.,a weight of O indicates Bad Time-Interval.
IGHT has a default value of 1. Any time interval not covered
in the tableshallshallbe considered to have a weight of zero.

keywords . time range.
CzPHSia — [floating-point] The value field of this keywoshall —— The global keyword IMESYS is strongly recommended
contain the value of the time at the zero point of a phase axis; The global keywordstJDREF or JDREF or DATEREF are
Its unitsmaybe, , or be’deg’, *rad’, or ’turn’. recommendegcommended

CPERTia — [floating-point] The value field of this keyword, if — The remaining informational and global keywost®uldbe
presenshall contain the value of the period of a phase axis. Presentwhenever applicable.
This keyword can be used only if the period is a constant; it~ All context-specific keywordshallbe present as needed and
that is not the case, this keywostiouldeither be absent or  réquiredrequiredby the context of the data.
set to zero.

CZPHSia may may instead appear ihinary tablebinary-table 9-8.1. Global keywords and overrides

forms TCZPHn, TCZPna, iCZPHN, and iCZPna CPERIIa MaY pqr reference to the keywords that are discussed here, see
mayinstead appear ihinary tablebinary-tableforms TCPERN, Table[Z2. The globally applicable keywords listed daction

TCPRNa, iCPERN, andiCPRna The Phase, periquhase, period, sect B of the table serve as default values for the correspond-
and zero poinshall be expressed in the globally valid time ref-

- . =1ing C* and TC* keywords in that same section, but only when
erence frame and unit as defined by the global keywords (87 thgyis and column specifications (including alternate couat
defaults) in the header.

definitions) use a time scale listed in TdRE[EJ, or when the
correspondingTYPE or TTYPE keywords are set to the value
9.7. Durations "TIME’. Any alternate coordinate specified in a non-recognized
] ) ) __ time scale assumes the value of the axis pixels or the column
There is an extensive collection of header keywords that ingells, optionally modified by applicable scaling amdreference

cate time durations, such as exposure times, but there arg mga|ue keywords; see alstectionSect[9.2.1.
pitfalls and subtleties that make this seemingly simplecept

treacherous. Because of their crucial role and common ege, k o o
words are defined below to record exposure and elapsed time2-8.2. Restrictions on alternate descriptions

XPOSURE — [floating-point] The value field of this keyword An image will have at most one time axis as identified by hav-
shall contain the value for thefiective exposure durationing the CTYPEi value of *TIME’ or one of the values listed in
for the data, corrected for dead time and lost time in thesunitable[30. Consequently, as long as the axis is identifiediiro
of TIMEUNIT. If the HDU contains multiple time slices, thisCTYPEi, there is no need to havaxis numberaxis-number
valueshall be the total accumulated exposure time over dfientification on the global time-related keywords. It ipesssly
slices. prohibited to specify more than one time reference posibion

TELAPSE — [floating-point] The value field of this keyword this axis for alternatéime coordinateime-coordinateframes,

shall contain the value for the amount of time elapsed, pnce this would give rise to complicated model-dependent n
the units of IMEUNIT, between the start and the end of the o reI’atlons’ betv’veen ’the’se frames. Hence, time sealés
observation or data stream. or *TDB’ and *TCB’ (or "ET’, to its precision)nay may be
specified in the same image, but cannot be combined with any
Durationsmust nomust notbe expressed in 1ISO-8601 for-of the first nine time scales in Takllel30; those first nine can be
mat, but only as actual durations (i.e., numerical valuedhé expressed as linear transformations of each other, towidao
units of the specified time unit. the reference position remains unchanged. Time Sda€AL’
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is by itself, intended for simulations, arstiould notshould not the resulting compressed byte stream is stored in a row of a
be mixed with any of the others. variable lengthvariable-lengthcolumn in aFITS FITS binary
table (seeSectiorBect[7.3). By dividing the image into tiles it

is possible to extract andncompresglecompressubsections

of the image without having tancompressdecompresghe
whole image. The default tiling pattern treats each row of a
SectiorSect[8.2 requires keyword€RVALia to be numeric and 2-dimensionatwo-dimensionaimage (orhigher dimensional
they cannot be expressed in 1SO-8601 format. Therefore ithigher-dimensionatube) as a tile, such that each tile contains
requiredequiredthat CRVALia contain the elapsed time in unitsNAXIS1 pixels. This default may not be optimal for some ap-
of TIMEUNIT or CUNITia, even if the zero point of time is speci-plications or compression algorithms, so any other recttang
fied byDATEREF. If the image does not use a matrix for scalingijling pattern may may be defined using keywords that are
rotation and shear (Greisen & Calabrétta 2002)ELTia pro- defined below. In the case of relatively small images it may
vides the numeric value for the time interval. If the form of Sufice to compress the entire image as a single tile, resulting
scaling, rotationand sheaf (Greisen & Calabrétta 2002) is useif] an output binary tablevith containinga single row. In the
CDELTia provides the numeric value for the time interval, angase of3-dimensionathree-dimensionadata cubes, it may be
PCi_j, wherei = j = the index of the time axis (in the typical casgddvantageous to treat each plane of the cube as a sepazate til
of an image cube withixis Axis 3 being timej = j = 3) would if application software typically needs to access the cub@o
take the exact value 1, the defallt (Greisen & CalabrettaZp0oplane-by-plane basis.

When theCDi_j form of mapping is used;Di_j provides the nu-
meric value for the time interval. If one of the axes is timd #re
matrix form is used, then the treatment of #@_ja (or CDi_ja)
matrices involves at least a Minkowsky metric and Lorerda$r |n addition to the mandatory keywords foBINTABLE
formations (as contrasted with Euclidean and Galilean). BINTABLE extensions (see Sefi. 713.1) the following keywords
are reserved for use in the header dflaS binary tableFITS
binary-tableextension to describe the structure of a valid com-
pressed-ITSFITSimage. All are mandatory.

9.8.3. Image time axes

10.1.1. Required Keywordskeywords

10. Representations of compressed data

Minimizing data volume is important in many contexts, patti
ularly for publishers of large astronomical data collecsioThe  ZIMAGE — [logical; value’ T’ T] The value field of this key-

following sections describe compressed representatibdata word shall contain the logical valuéT’ T to indicate that
in FITS images and BINTABLEFITS images an®3INTABLE theFITS binary tablé=ITSbinary-tableextension contains a
extensionghat preserve metadata and allow for full or partial compressed image, and that logically this extensioould
extraction of the original data as necessary. The resuRlng be interpreted as an image rather than a table.

FITSfile structure is independent of the speciliata COMpres- 7 cwptypg — [string; default: none] The value field of this key-
slon data.—compressmalgorlthm gmployed. The |mplemen_ta— word shall contain a character string giving the name of the
tion details for some compression algorithms that are widel  545rithm that was used to compress the image. Only the val-
used in astronomy are defined in Sect_1L0.4, but other com- a5 given in TablE36 are permitted: the corresponding algo-

pression techniques could also be supported. SeeltreFITS rithms are described in SeEf_10.4. Other algorithms may be
convention by White et al. (2013) for details of the compie@ss added in the future.

techniques, but beware that the specifications in this &tand ) ! ,
shall supersede those in the registered convention. ZBITPIX — [integer; default: none] The value field of this key-
word shall contain an integer that gives the value of the
Compression of FITEompression oI TSfiles can be ben- ~ BITPIX keyword in the uncompressédTs FITSimage.
eficial for sites that store or distribute large quantitiéslata; ZNAXIS — [integer; default: none] The value field of this key-
the present section provides a standard framework thaeasss word shall contain an integer that gives the value of the
such needs. As implementation of compres&lenompression NAXIS keyword (i.e., the number of axes) in the uncom-
codes can be quite complex, not BIITS software forreading pressed-ITSFITSimage.

and writing softwareFITS is necessarily expected t0 support zyay1sn — [integer; indexed; default: none) The value field of
these capabilities. External utllltles are available tmpoess and these keywordshall contain a positive integer that gives the
uncompress FIT8ecompresITSfilesH. value of the correspondingpAXISn keywords (i.e., the size
of axisnAxis n) in the uncompressdd TS FITSimage.
10.1. Tiled Image Compressionimage compression
. . . The comment fields for th8ITPIX, NAXIS, and NAXISn
The following describes the process for compressing.words in the uncompressed imasfeuldbe copied to the

n-dimensional FITS FITS images and storing the result-cqiregponding fields in th@BITPIX, ZNAXIS, and ZNAXISN
ing byte stream in a variable-length column inF&r's FITS ﬁeywords.
S

binary table, and for preserving the image header keywor
in the table header. The general principle is to first divide t
n—dimensional image into a rectangular grid of subimages 9.1.2. Other Reserved Keywordsreserved keywords

“tiles.” Each tile is then compressed as a block of data, a . . . .
tles.” Ea P q%e compressed image tilesusmustbe stored in the binary ta-

15 e.g. fpack/funpack, seehttps://heasarc.gsfc.nasa.gov/| bleinthe same order that the first pixel in each tile appeettss
fitsio/fpack/ FITS FITSimage; the tile containing the first pixel in the image
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musmustappear in the first row of the table, and the tile containiless the corresponding keywords were present in the uncom
ing the last pixel in the imageusmustappear in the last row of pressed image.

the binary table. The following keywords are reserved far ins

describing compressed images storeBiNTABLE BINTABLE  ZSIMPLE — [logical; value’ T’ T] The value field of this key-
extensions; theynaybe present in the header, and their values wordmusmustcontain the value of the origin&IMPLE key-

depend upon the type of image compression employed. word in the uncompressed image.
ZEXTEND — [string] The value field of this keyworchusmust
ZTILEn — [integer; indexed; default: 1 for n > 1] The value contain the value of the origin&XTEND keyword in the un-

field of these keywords (whereis a positive integer index compressed image.

that ranges from 1 t@NAXIS) shall contain a positive inte- 71 ockED — [logical] The value field of this keywondusmust
ger representing the number of pixels alangs nAxis n of contain the value of the origin®LOCKED keyword in the
the compressed tiles. Each tile of pixetsismustbe com- uncompressed image.

pressed separately and stored in a row of a variable-length . , .
vector column in the binary table. The size of each image di£ TENSION — [string] The value field of this keywomusmust
mension (given bgNAXISn) need not be an integer multiple contain the originaX TENSION keyword in the uncompressed
of ZTILEn, and if it is not, then the last tile along that dimen-  'Mage-

sion of the image will contain fewer image pixels than theZPCOUNT — [integer] The value field of this keywordusmust
other tiles. If thezTILEn keywords are not present then the contain the originaPCOUNT keyword in the uncompressed
default “row-by-row” tiling will be assumed, i.eZTILE1 image.

ZTILE1 =ZNAXIS1 ZNAXIS1, and the value of all the other 7:counT — linteger] The value field of this keywordusmust
ZTILEn keywordsmusequal 1 mustequall. contain the originaGCOUNT keyword in the uncompressed
ZNAMEi — [string; indexed; default: none] The value field image.

of these keywords (where is a positive integer index zppcrsum - [string] The value field of this keywontusmust

starting with 1) shall supply the names of up to 999  contain the originatHECKSUM keyword (see Sedt.4.3.2.7) in
algorithm-specific parameters that are needed to compressine yncompressed image.

oruncompresdecompresthe image. The order of the com- . , .
pression parametersaybe significant, andnaybe defined ZDATASUM — [string] The value field of this keywonchusmust

as part of the description of the specific decompression algo COntain the originabATASUM keyword (see Sedf. 4.4.2.7) in
rithm. the uncompressed image.

ZVALI - [string; indexed; default: none] The value field of these = The zSIMPLE, ZEXTEND, and ZBLOCKED keywords must
keywords (where is a positive integer index starting withnomust notbe used unless the original uncompressed image
1) shall contain the values of up to 999 algorithm-specifigias contained in the primary array ofFaTS FITS file. The
parameters with the same indexThe value ofZVALi may zTENSION, ZPCOUNT, andZGCOUNT keywordsmust nomust not
mayhave any valid=ITS FITSdata type. be used unless the original uncompressed image was comtaine

ZMASKCMP — [string; default: none] The value field of this key4in anIMAGE IMAGE extension.
word shall contain the name of the image compression algo- TheFITSFITSheader of the compressed imagaycontain
rithm that was used to compress the optional null-pixel da@her keywords. If &ITS FITSprimary array ofMAGE IMAGE
mask. This keywordhaymaybe omitted if no null-pixel data extension is compressed using the procedure describedihere
masks appear in the table. See Sect_1D.2.2 for details.  is strongly recommendettiat all the keywords (including com-

ZQUANTIZ — [string; default? NO_DITHER’] The value field of ment fields) in the header of the original image, except fer th

this keywordshallcontain the name of the algorithm that Waénandatory keywords mentioned above, be copied verbatim and

used to quantize floating-point image pixels into integer van the same order into the header of theary tablebinary-table

ues, which were then passed to the compression algorithnfALENSion that contains the compressed image. All these key
discussed further in SeEETD.2. If this keyword is not Fm}qsewords will have the same meaning and interpretation as titey d

the default is to assume that no dithering was applied duri the original image, evenin cases where _the keyword_ Isoetn
quantization. lly expected to occur in the header obiaary tablebinary-

i ] ) table extension (e.g., thBSCALE andBZERO keywords, or the
ZDITHERO - [integer; default: none] The value field of this keyy\orld Coordinate Systerworld-coordinate-systerkeywords
word shall contain a positive integer (that may range from §ych a<TYPEn, CRPIXn, andCRVALN).
to 10000 inclusive) that gives the seed value for the random

dithering pattern that was used when quantizing the roatinJg_]
point pixel values. This keyworthaybe absent if no dither- 10.1.3. Table Columnscolumns

ing was applied. See Sect. 10.2 for further discussion.  1yyq columns in thesITS FITSbinary table are defined below to
contain the compressed image tiles; the order of the columns
The following keywords are reserved to preserve a verbatiife table is not significant. One of the table columns deesrib
copy of thevalue and comment fieldsr keywords in the orig- optional content; but when this column appeansiitsmustbe
inal uncompressell TS FITSimage that were used to describ&ised as defined in this section. The column names (given by the
its strructurstructure These optional keywords, when presentTYPEn keyword) are reserved; they are shown hereifiper

shalshall be used when reconstructing an identical copy of theiseupper-caséetters, but case is not significant.
original FITS FITS HDU of the uncompressed image. They

should nogshould notappear in the compressed image header
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—  [required; BZEROBSCALE andBZERO keywordsshouldbe copied verba-
variable-length required Each row of this column timintothe header of the binary table containing the corsged
mustmust contain the byte stream that is generated asimage.
result of compressing the corresponding image tile. The Some images contain undefined pixel values; in uncom-
data type of the column (as given by thEORMN keyword) pressed floating-point images these pixels have an IEEE NaN

mustustbe one of’1PB’, '1PI’, or '1PJ’ 1PB’, '1PI’,
or ’1P]’ (or the equivalentlQB’, '1QI’, or '1QJ’ 1QB’,

value. However, these pixel values will be altered whengisin
the quantization method described in S&cf. 110.2 to compress

’1QI’, or ' 1QJ1’), depending on whether the compressiofioating-point images. The value of the undefined pixeés/be

algorithm generates an output stream of 8-bit bytes,
integers ofL6-, or 32-hit46, or 32 bits respectively

When using the quantization method to compress floatingZ BLANK ZBLANK

preserved in the following way.

When

— [integer; optionabptional

point images that is described in Séct. 10.2, it sometimgs ma  present, this columrshall be used to store the inte-

not be possible to quantize some of the tiles (e.g., if thgeari

pixels values is too large or if most of the pixels have theesam
value and hence the calculated RMS noise level in the tile is
close to zero). There also may be other rare cases wherertire no

inal compression algorithm cannot be applied to certa@stiln
these cases, an alternate techniquaey be used in which the
raw pixel values are losslessly compressed withGEeP Gzip
algorithm.

GZIP.COMPRESSEDDATAGZIP_COMPRESSED DATA
[optional; variable-lengthoptional If the raw pixel values
in an image tile are losslessly compressed with &&P
Gzip algorithm, the resulting byte streammusinust be
stored in this column (with @dPB’or’'1QB’ * 1PB’ or *1QB’
variable-lengtharray columnarray-columnformat). The
corresponding COMPRESSEDDATA COMPRESSED DATA
column for these tilesnusmustcontain a null pointer (i.e.,

ger value that represents undefined pixels in the scaled
integer array. Therecommendedhlue for ZBLANKIs
—21474836482commended value for ZBLANK is
—2147483648, the largest negative 32-bit integer. If
the same null value is used in every tile of the image, then
ZBLANK ZBLANK maybe given in a header keyword instead
of a table column; if both a keyword and a table column
namedZBLANK ZBLANK are present, the values in the table
columnmusimustbe used. If there are no undefined pixels
in the image thens not require@BLANK is not requiredto

be present either as a table column or a keyword.

If the uncompressed image has an integer data type
(ZBITPIX > 0) then the value of undefined pixels is given by the
BLANK keyword (see Sedi. 8.3), whichouldbe used instead of
ZBLANK . ZBLANK.

When using some compression techniques that do not ex-
actly preserve integer pixel values, it may be necessarote s

the pair of integers that constitute the descriptor for tH8€ location of the undefined pixels prior to compressingitite

columnmustboth have the value zero: see SEct. 7.3.5).

The compressed data columns described abuaguse ei-
ther the’ 1P’ or ’1Q’ variable-length arrayITS FITS column
format if the size of the heap in the compres&&¢ds FITSfile
is < 2.1 GB. If the the heap is larger than 2.1 GB, then thq’
format (which uses 64-bit pointers)usmustbe used.

When using theoptional optional quantization method de-
scribed in Secf._10.2 to compress floating-point imagesiahe
lowing columns areequiredequired

ZSCALE - [floating-point;optionabptiona] This columnshall
be used to contain linear scale factors that, along #4€&R0,
transform the floating-point pixel values in each tile teeint
gers via,

Formula- ok - gives— latexdif f — errors (12)

age. The locationsaybe stored in an image mask, whiofust
itself be compressed and stored in a table column with the fol
lowing definition. See Sedf.10.2.2 for more details.

NULL PIXEL_MASKNULL PIXEL MASK — [integer array;
optionabptiona] When present, this columshall be used
to store, in compressed form, an image mask with the same
original dimensions as the uncompressed image, that record
the location of the undefined pixels. The process defined in
Sect[10.Z1zhall be used to construct the compressed pixel
mask.

Additional columnsmay be present in the table to supply
other parameters that relate to each image tile. Howevesgth
parametershould noshould note recorded in the image HDU
when the uncompressed image is restored.

wherel; andF; are the integer and (original) floating-point

values of the image pixels, respectivety theround and

10.2. Quantization of Floating-Point Datafloating-point data

the round function rounds the result to the nearest integ%h”e f|0a’[ing_point format images may be |oss|ess|y com-

value.
ZZERO - [floating-point; optional] This columshallbe used to

pressed, noisy images often do not compress very well. Highe
compression can only be achieved by removing some of this

containzero poinizero-poinoffsets that are used to scale th@oise without losing the useful information content. Oneneo

floating-point pixel values in each tile to integers via E8.

Do not confuse th&SCALE andZZERCZSCALE andZZERO
columns with theBSCALE and BZERO keywords (defined in
Sect.[4.4P)which that may be present in integéfiTS FITS
images. Any such integer imagesould shouldnormally be
compressed without any further scaling, and B&CALEand

monly used technique for reducing the noise is to scale the
floating-point values into quantized integers using #g.and
using theZSCALEand ZZEROZSCALE and ZZERO columns to
record the two scaling cdigcients that are used for each tile.
Note that the absence of these two columns in a tile-comgdess
floating-point image is an indication that the image was not
scaledand was instead losslessly compressed.
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An effective scaling algorithm for preserving a speci-NO._DITHER’NODITHER’ — No dithering was performed; the
fied amount of noise in each pixel value is described by floating-point pixels were simply quantized using EX}.
White & Greenfield|(1999) and hy Pence et al. (2009). With this This optionshall be assumed if th&QUANTIZ keyword is

method, the SCALE ZSCALE value (which is numerically equal
to the spacing between adjacent quantization levels)¢sitzed
to be some fractiorQQ, of the RMS noise as measured in back-

not present in the header of the compressed floating-point
image.

ground regions of the image. Pence etlal. (2009) shows that thy ) s TRACTIVE DITHER. 1’ SUBTRACTIVE.DITHER 1°  —
number of binary bits of noise that are preserved in each piXeé The pasic subtractive dithering was performed, the algo-

value is given bylogx(Q) + 1.792.Q results directly related to
The Q value directly &ectsthe compressed file size: decreas-
ing Q Q by a factor of2 two will decrease the file size by about
1 bit /one bit perpixel. In order to achieve the greatest amount
of compression, one should use the smallest valu@ &f that
still preserves the required amount of photometric andastt-
ric precision in the imagemage quality will remain comparable
regardless of the noise level.

A potential problem when applying this scaling method to
astronomical images, in particular, is that it can lead tpstesn-
atic bias in the measured intensities in faint parts of thagen

. As the image is quantized more coarsely, the measured inten-

sity of the background regions of the sky will tend to be biase
towards the nearest quantize level. One vefgative technique
for minimizing this potential bias is tditherthe quantized pixel
values by introducing random noise during the quantizgtion
cess. So instead of simply scaling every pixel value in timeesa
way using Egq??, the quantized levels are randomized by using
this slightly modified equation:

Formula— ok — gives— latexdif f — errors (23)

rithm for which is described below. Note that an image
quantized using this technique can still be unquantizettusi
the simple linear scaling function given by E®p, at the
cost of introducing slightly more noise in the image than if
the full subtractive ditheringubtractive-ditheringlgorithm
were applied.

SUBTRACTIVE.DITHER.2’ SUBTRACTIVE DITHER 2’

— This dithering algorithm is identical to that for
"SUBTRACTIVEDITHER 1’, except that any pixels in
the floating-point image that are exactly equal to 0.0 are
represented by the reserved valu@147483647 in the
quantized integer array. When the image is subsequently
uncompressedlecompressednd unscaled, these pixels
must bemustberestored to their original value of 0.0. This
dithering option is useful if the zero-valued pixels have
special significance to the data analysis software, soltleat t
value of these pixelsiust nomust note dithered.

The process for generating a subtractive dither for a flgatin

point image is the following.

whereR; is a random number between 0.0 and 1.0, and 0.5 is

subtracted so that the mean quantity equals 0. Then regtiin 1. Generate a sequence of 10000 single-precision floatig-p

floating-point value, the samig is used with the inverse for-
mula:

Fi = (i - R + 0.5) * ZSCALEZSCALE) + ZZEROZZERO.  (14)

random numbers, RN, with a value between 0.0 and 1.0.
Since it could be computationally expensive to generate a
unique random number for every pixel of large images, sim-
ply cycle through this look-up table of random numbers.

2. Choose an integer in the range 1 to 10000 to serve as an

This “subtractive dithering” technique has théeet of dithering
the zero-pointzero pointof the quantization grid on pixel by
pixel pixel-by-pixelbasis without adding any actual noise to the
image. The netféect of this is that the mean (and median) pixel
value in faint regions of the image more closely approxintiage
value in the original unquantized image than if all the pxale
scaled without dithering.

The key requirement when using thisbtractive dithering
subtractive-ditheringechnique is thathe exact sameandom
number random-numbersequencenust must be used when
quantizing the pixel values to integers, and when restdfieg
to floating pointfloating-pointvalues. While most computer lan-
guages supply a function for generating random numbersethe

functions are not guaranteed to generate the same sequience

initial seed value for creating a unique sequence of random
numbers from the array that was calculated in the previous
step. The purpose of this is to reduce the chances of apply-
ing the same dithering pattern to two images that are sub-
sequently subtracted from each other (or co-added), becaus
the benefits of randomized dithering are lost if all the Exel
are dithered in phase with each other. The exact method for
computing this seed integer is not important as long as the
value is chosen more or less randomly.

3. Write the integer seed value that was selected in thequsvi

step as the value of ttEDITHEROZDITHER® keyword in the
header of the compressed image. This value is required to
recompute the same dithering pattern whemompressing

Qecompressinthe image.

numbers every time. An algorithm for generating a repeatably pefore quantizing each tile of thigating pointfloating-

sequence gbseudo randorpseudo-randomumbers is given in
AppendixX(; this algorithmmustbe used when applying a sub-
tractive dither.

10.2.1. Dithering Algorithmsalgorithms

The ZQUANTIZ keyword, if presentmusimusthave one of the
following values to indicate the type of quantization, ifyathat
was applied to the floating-point image for compression
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pointimage, calculate an initial value for twdteet parame-
ters,lg andly, with the following formulae:

lo = modmodNyegie — 1 + ZDITHEROZDITHERO, 10000§15)
I, = INT(RN(lo) * 500§16)

where Nje Nie is the row number in the binary table
that is used to store the compressed bytes for that tile,
ZDITHEROZDITHER® is that value of that keyword, and
RN(lo) is the value of the" 1" random number in the se-
quence that was computed in the first step. Notelthaas a
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value in the range 0 to 9999 ahdhas a value in the range 010.3. Tiled Table Compressiontable compression

to 499. This method for computing andl; was chosen so i i ) )
that a diferent sequence of random numbers is used to coff?€ following section describes the process for comprgssia

press successive tiles in the image, and so that the sequerRient o8INTABLE BINTABLE columns. Some additional de-
of 1, values has a length of ordé00 million 100-million talls of BINTABLE BINTABLE compression may be found in

elements before repeating. Pence et al! (2013), but the specifications in this Stanslaatl

5. Now quantize each floating-point pixel in the tile usinguPersede those in the registered convention. The uncesgre
Eq.?? and using random number RN for the first pixel. ablemaymaybe subdivided into tiles, each containing a subset
Increment the value of; for each subsequent pixel in theOf rows, then each column of data within each tile is extrcte
tile. If 1, reaches the upper limit of 500, then increment the°?MPressed, and stored as a variable-length array of bytee i
value oflo and recomputé; from Eq.LI6. Iflo also reaches OUtput compressed table. The header keywords from the uncom
the upper limit of 20000, then reskto 0. pressed table, with only a few limited exceptiosisallbe copied
If the floating-point pixel has an IEEE NaN value, then it i¥erbatimto the header of the compressed table. The conegtess
not quantized or dithered but instead is set to the resen/@ffle mustitself be a validFITS FITS binary table (albeit one
integer value specified by thBBLANK ZBLANK keyword. where the contents cannot be interpreted withoutompressing
For consistency, the value of shouldshouldalso be in- decompressinthe contents) that contains the same number and
cremented in thi,s case even though it is not used. order of columns as in the uncompressed table, and thatinenta

6. Compress the array of quantized integers using the ksss|@N€ row for each tile of rows in the uncompressed table. Orey t
algorithm that is specified by thECMPTYPEZCMPTYPE COmPression algorithms specified in Sect. 10.3.5 are peuhit

keyword (useRICE_1’RICE_1’ by default).
7. Write  the  compressed bytestream into  the 1531 Required Keywordskeywords

COMPRESSEDDATA byte stream into the
COMPRESSEDDATA column in the appropriate row of With only a few exceptions noted below, all the keywords and
the binary table corresponding to that tile. corresponding comment fields from the uncompressed table

8. Write the linear scaling andero pointzero-pointvalues musmustbe copied verbatim, in order, into the header of the
that were used in Eq? for that tile into theZSCALEand compressed table. Note in particular that the values of ¢he r
ZZEROZSCALE and ZZERO columns, respectively, in the served column descriptor keywor@$YPEn, TUNITN, TSCALN,
same row of the binary table. TZERON, TNULLN, TDISPn, andTDIMN, as well as all the column-

9. Repeat Steps 4 through 8 for each tile of the image. specific WCS keywords defined in tRéTS standardnusFITS

Standardmusthave the same values and data types in both the
) i ) ) ) original and in the compressed table, with the understayttiat
10.2.2. Preserving undefined pixels with lossy compression these keywords apply to the uncompressed data values.

. . L : _ The only keywords thatust nomust notbe copied verba-
The undefined pixels in integer images are flagged by a im from the uncompressed table header to the compressed ta

servedBLANK value and will be preserved if a lossless co Sle head h g d
pression algorithm is usedzZKLANK is used for undefined pix- Feomeﬁkgg/v%? dts ea;lnda?héitggﬁﬁsal}ﬁ]zlqcﬁé%iz’Dl:\%?\?& ége
els in floating-point images.) If the image is compressedh wi ! '

gp ges.) 9 P ect[4.4.2.7), antHEAP keywords. These keywords must nec-

a lossy algorithm, then some other techniquest must be v d ibe th q £ th
used to identify the undefined pixels in the image. In thigca§SSarily describe the contents and structure of the corsgres
tfable itself. The original values of these keywords in theam-

it is recommende@commendedhat the undefined pixels be )
P pressed tablenusmustbe stored in a new set of reserved key-

recorded with the following procedure : .
gp words in the compressed table header. Note that there isatb ne
i ) ) ) to preserve a copy of theCOUNT keyword because the value
1. Create an integer data mask with the same dimensions a%hglways equal td for BINTABLES1 for BINTABLE exten-

image tile sions The complete set of keywords that have a reserved mean-

2. For each undefined pixel in the image, set the correspgndiRq within a tile-compressed binary table are given below
mask pixels to 1 and all the other pixels to O.

3. Compress the mask array using a lossless algorithm such as . s i .

PLIO or GZIPGzip, and record the name of that algorithm 2TABLE — [logical; value:*T"T] The value field of this key-
with the keyworcdZMASKCHMP. word shalbe T’ be T to indicate that theFITS bi-

4. Store the compressed byte stream iregable-length array @1y table FITS binary-table extension contains a com-
column called ' NULL_PIXEL MASK’ variable-length-array ~ PreSSe®INTABLEBINTABLE, and that logically this exten-
column calledNULL PIXEL MASK in the table row corre- sionshouldbe interpreted as a tile-compressed binary table.
sponding to that image tile. ZNAXIS1 — [integer; default: none] The value field of this key-

word shall contain an integer that gives the value of the

The data mask array pixelshould have the shortest in-  NAXIS1 keyword in the original uncompressédTs FITS
teger data type that is supported by the compression algo- f[able header. This represents the width in bytes of each row
rithm (i.e., usually8-bit eight-bitbytes). Wheruncompressing N the uncompressed table.
decompressinghe image tile, the softwareusmustcheck if  ZNAXIS2 — [integer; default: none] The value field of this key-
the corresponding compressed data mask exists with a lengthword shall contain an integer that gives the value of the
greater than 0, and if sopcompresslecompresthe mask and NAXIS2 keyword in the original uncompressédTS FITS
set the corresponding undefined pixels in the image arrdyeto t  table header. This represents the number of rows in the un-
value given by th&LANK keyword. compressed table.
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ZPCOUNT — [integer; default: none] The value field of this key-4. Store the compressed bytes

word shall contain an integer that gives the value of the The compressed stream of bytes for each columismust

PCOUNT keyword in the original uncompressédTS FITS be written into the corresponding column in the output ta-
Y g p p 9 p
table header. ble. The compressed tableusmusthave exactly the same

ZFORMN — [string; indexed; default: none] The value field of Number and order of columns as the input table, however
these keywordshallcontain the character stringontain the the data type of the columns in the output table will
character-stringzalues of the correspondirFORMN key- all have a variable-length byte data type, WitRORMn. =
words that defines the data typeasflumnColumnn in the 1QB’ TFORMN = "1QB’. Each row in the compressed table
original uncompressed TS FITStable. corresponds to a tile of rows in the uncompressed table.

ZCTYPn — [string; indexed; default: none] The value field of

ZTILELEN — [integer; default: none] The value field of this key-

10.3.2. Procedure for Table Compressiontable compression

In the case of variable-length array columns, the array of de
scriptors that point to each compressed variable-length ar
. . _ ray, as well as the array of descriptors from the input un-
character-stringalue mnemonic name of the algorithm that compressed tablejusmustalso be compressed and written

was used to compresslumnnColumnn of the table. The  * iniq the corresponding column in the compressed table. See
only permitted values are given in Sdct. 10.3.5, and the cor- Sect[10.3J6 for more details.

responding algorithms are described in S&6i4.

these keywordshallcontain the character stringontain the

word shall contain an integer representing the number df-3-3- Compression Directive Keywordsdirective keywords

rows of data from the original binary table that are contdinerhe following compression-directive keywords, if presierthe

in each tile of the compressed table. The number of rowsigader of the table to be compressed, are reserved to provide

the last tile may béessfewerthan in the previous tiles. Note guidance to the compression software on how the table sheuld

that if the entire table is compressed as a single tile, theBmpressed. The compression softwsiieuldattempt to obey

the compressed table will only contains a single row, and tigese directives, but if that is not possible the softwarg may

ZTILELEN andZNAXIS2 keywords will have the same value.disregard them and use an appropriate alternative. Thase ke
words are optional, buhustmustbe used as specified below.

— FZTILELN — [integer] The value field of this keyworghall

The procedure for compressing=4TS FITS binary table con- contain an integer that specifies the requested number of ta-
sists of the following sequence of steps ble rows in each tilevhich thatare to be compressed as a
group.
1. Divide table into tiles@ptional) — FZALGOR — [string] The value field of this keywordhall
In order to limit the amount of data that must be managed at contain a character string giving the mnemonic name of the
one time, large=ITS FITS tablesmaybe divided into tiles, algorithm that is requested to be used by default to compress
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each containing the same number of rows (except for the every column in the table. The permitted values are given in
last tile, which may contain fewer rows). Each tile of the  Sect[10.355.

table is compressed in ordemd each is stored in a single _
row in the output compressed table. There is no fixed upper
limit on the allowed tile size, but for practical purposessit
recommende@commendethat it not exceed 100 MB.

FZALGn — [string; indexed] The value fields of these key-
wordsshall contain a character string giving the mnemonic
name of the algorithm that is requested to compress
columnnColumnn of the table. The current allowed val-

. Decompose each tile into the component columns ues are the same as for tHeZALGORFZALGOR key-

word. TheFZALGNFZALGn keyword takes precedence over
FITSFITSbinary tables are physically stored in row-by-row  FZALGORFZALGOR in determining which algorithm to use
sequential order, such that the data values for the first row for a particular column if both keywords are present.
in each column are followed by the values in the second
row, and so on (see SeLf.7]3.3). Because adjacent columns
in binary tables can contain very non-homogeneous types. &k 3-4- Other Reserved Keywordsreserved keywords

data, it can be challenging tdfeiently compress the na- The following keywords are reserved to store a verbatim copy
tive stream of bytes in theITS FITStables. For this reason, of the value and comment fields for specific keywords in the
the table is first decomposed into its component columnsyiginal uncompresse@INTABLE BINTABLE. These keywords,
and then each column of data is compressed separately. Thigresent, should be used to reconstruct an identical copy
also allows one to choose theost eficient most-gficient of the uncompresseBINTABLE, and should noBINTABLE,
compression algorithm for each column. and should notappear in the compressed table header unless

. Compress each column of data the corresponding keywords were present in the uncomptesse

Each column of dataustbe compressed with one of theBINTABLEBINTABLE.

lossless compression algorithms described in $ect] 10.4. | i i )

the table is divided into tiles, then the same compression aFTHEAP — [integer; default: none] The value field of this key-
gorithmmustbe applied to a given column in every tile. [n ~ Word shall contain an integer that gives the value of the
the case of variable-length array columns (where the data THEAP keyword if presentin the original uncompres$eds
are stored in the table heap: see SECL.3.5), each individ- F!TStable header.

ual variable length vectomustariable-length vectomust ~ ZHECKSUM — [string; default: none] The value field of this key-
be compressed separately. word shall contain a character string that gives the value of
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the CHECKSUM keyword (see Sedi. 4.4.2.7) in the original un2. For each descriptor to a compressed array:
compresse@I TS FITSHDU.

ZDATASUM — [string; default; none] The value field of this key- ~ — Reéadreadthe compressed VLA from the compressed
word shall contain a charactestring that gives the value of tableand uncompressand decompresis using the al-
the DATASUM keyword (see Sedf. 4.3.2.7) in the original un- gorithm specified b.CTYP for this VLA column ; and
compresse@I TS FITSHDU.

— Write write it to the correct location in thencompressed
10.3.5. Supported Compression Algorithms compression decompressetdble.
algorithms for Tablestables

The permitted algorithms for compressiBGNTABLE columns
are, , and(plus BINTABLE columns are RICE_1’, *GZIP_1’,
and’GZIP_2’ (plus’NOCOMPRESS’), which are lossless and are
described in Sect. 10.4. Lossy compression could be alliwedrable 36: Valid mnemonic values for tZ€MPTYPE andZCTYPn
the future once a process is defined to preserve the detdfis ofkeywords

compression.

10.4. Compression Algorithmsalgorithms

Value Sect. Compression Type

10.3.6. Compressing Variable-Length Array "RICE_1’ M0.41 Rice algorithm for integer data

Columnsvariable-length array columns ’GZIP_1’ [[042 Combination of the LZ77 algorithm

and Hufman coding, used inGnu

Compression of BINTABLE BINTABLE tiles that contain GZIP GNU Gzip
variable-length array (VLA) columns requires special ¢des  ’GZIP_2’ M0.42 Like *GZIP_1’, but with reshiied
ation because the array values in these columns are notlstore pixel bytevalues .
directly in the table, but are instead stored in a data heap PLIO-1’ [10.43 IRAF PLIO algorithm for integer data

which follows the main table (see Selt_713.5). The VLA col- HCOMPRESS.1"  [[0.4.4 dT&ann;%r?asism:ggsmhm fa-D two-

umn in the prlglnal, uncompressed tgible on_ly contains de-,NOCOMPRESS, The HDU remains uncompressed
scriptors, whichare composed ofomprisetwo integers that

give the size and location of the arrays in the heap. When

uncompressindecompressingthese descriptor values will be  The name of the permitted algorithms for compress$ifigs
needed to write theincompressedecompresse¥LAs back FITS HDUs, as recorded in theCMPTYPE keyword, are listed
into the same location in the heap as in the original uncornfr Table[36; if other types are later supported, theysmust
pressed table. Thus, the following processstbe followed, in  be registered with the IAUFWG to reserve the keyword val-
order, when compressing a VLA column within a tilRefer to  yes. Keywords for the parameters of supported compreskion a
Pence et all (2013) for additional details. gorithms have also been reserved, and are described with eac
algorithm in the subsections below. If alternative compias
algorithms require keywords beyond those defined below, the
mustustalso be registered with the IAUFWG to reserve the
associated keyword names.

1. For each VLA in the column:

— Readreadthe array from the input tabl@nd compress
it using the algorithm specified BCTYP for this VLA
column ;

— Write the resulting bytestreamrite the resulting byte 10.4.1. Rice compression
streamto the heap of the compressed tablend When ZCMPTYPE = ’RICE 1’ ZCMPTYPE = 'RICE.1’, the
, Rice algorithm [(Rice et al. | _1993%hall be used for data
— Storestore(or append) the descriptors to the compress Qe)compression. When selected, the keywords in Table 37
bytestreanbyte streanfwhich mustbe 64-bit Q-type) in spoyldalso appear in the header with one of the values indicated.
a temporary array. If these keywords are absent, then their default valnesmust

2. Append the VLA descriptors from the uncompressed tabe used. The Rice algorithm is lossless, but can only beegpli

(whichmaybe either Q-type or P-type) to the temporary atto integer-valued arrays. Iffiers a significant performance ad-

ray of VLA descriptors for the compressed table. vantage over the other compression techniques (see Wlate et
3. Compress the combined array of descriptors usi.?gl"g)'

’GZIP_1’, and write that byte stream into the corre- _ ) ]
sponding VLA column in the output table, so that the  Table 37: Keyword parameters for Rice compression

compressed array is appended to the heap.

Values
When uncompressinglecompressing VLA column, two  Keyword ~Permitted Default Meaning
stages ofuncompressioecompressiomustbe performed in “zyaup1 BLOCKSTZE’ — Size of block in pixels
order. . ZVAL1 16, 3216, 32 3232 No. of pixels in a block

ZNAME2 ’BYTEPIX’ - Size of pixel value in bytes
ZVAL2 1,2,4,81,2,4,8 44 No.8-bitof eight-bitbytes per

1. Uncompres®ecompresshe combined array of descriptors original pixel value

using theGzip algorithm.
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10.4.2. GZIP Gzip compression | | opcode | data |

. Fom o +
WhenZCMPTYPE = ’GZIP_1’ the gzipZCMPTYPE = *GZIP_1’,
the Gzip algorithm shall be used for data (de)compression.

. The significance of the data depends upon the instruction. In
There are no algorithm parameters, so the keywoKd¥En and g P b

; , .~ order to reconstruct a mask line, the application executiage
zvALn should noshould noppear in the header. TReIp GZIp ingtryctions isequiredrequiredto keep track of two values, the
algorithm is used in the free GNU software compressmnt)atlllCu"emhigh value and the current position in the outpet lithe

of the same name. It was created by J.-L. Gailly and M. Adl&detailed operation of each instruction is given in T4ble 38
based on the DEFLATE algorithr (Deutsch 1996), which is a p g '

combination of LZ77[(Ziv & Lempel_1977) and Hiinan cod-
ing. Theunix gzipUnix gzip program accepts an integer param-
eter that provides a trade between optimization for speeand

Table 38: PLIO Instructions

compression ratio (9), which does ndtext the format of the /St flpcode  Meaning

resultant data stream. The selection of this parameter iman 2N’ 00’ Zero the nextN N output pixels.

plementation detail that is not covered by this Standard. "HN 104’ Set the nexN N output pixels to the current
WhenZCMPTYPE = *GZIP 2’ ZCMPTYPE = 'GZIP2',the ., 05" g‘gh ‘fﬁ'”e- ML N - 1 outout bixels. and

gzip2 algorithmshall be used for data (de)compression. The ero the nex output pIXe1s, an

setpixel N Pixel N to the current high value.

gzip2 algorithm is a variation onGZIP_1’. There are no al- . gy: 95’ Set the high value (absolute rather than in-
gorithm parameters, so the keywo@MEn andZVALn should cremental), taking the high 15 bits from the
notshould notappear in the header. In this case the bytes in the next word in the instruction stream, and the
array of data values are dffiled so that they are arranged in order low 12 bits from the current data value.

of decreasing significance before being compressed. Fon-exa ’*IH,DH’ ’'02,03’ Increment (H’'IH’) or decrement
ple, a5-elementfive-elementcontiguous array of-byte two- (DH’DH’) the current high value by
byte (16-bit) integer values, with an original big-endian byte o the data value. The current position is not
der of: affected.

’IS,DS’  ’06,07° Increment(S’IS’)or decrementS’DS’)

A1A2B1B,C1CoD1 DB By the current high value by the data value, and
will have the following byte order after skiing: step, i.e., output one high value.
A1B1C1D1E1 A2 BCo D2y,

The high valuenusimustbe set to 1 at the beginning of a line,
where A;, By, Cy, Dy, and E; are themost significantmost- hence th&H,DH andIS,DS *IH,DH’ and’IS,DS’ instructions

significantbytes from each of the integer values. Byte shuff€ notnormally needed for Boolean masks.
fling shallonly only be performed for integer or floating-
point numeric data types; logical, bit, and character typest 10 4 4. H-Compress algorithm
notmust note shified.
When ZCMPTYPE = ’HCOMPRESS_1’

_ ZCMPTYPE = ’HCOMPRESS 1’, the H-compress algorithm
10.4.3. IRAF/PLIO compression shall be used for data (de)compression. The algorithm was
When ZCMPTYPE = 'PLIO._1’ ZCMPTYPE = ’PLIO.1°. the described by White (1992), and can be applied only to images
IRAF PLIO algorithmshall be used for data (de)compression¥Vith two dimensions. Briefly, the compression method is to
There are no algorithm parameters, so the keywakd¥Enand apPly, in order:
ZVALn should noshould notappear in the header. The PLIO al-
gorithm was developed to store integer-valued image masks i 1. a wavelet tre_msform callgd the. H-transform (a Haar trans-
compressed form. The compression algorithm used is based onform generalized to two dimensions), followed by
run-length encoding, with the ability to dynamically fodevel 2. a quantization that discards noise in the image whilerreta
changes in the image, in principle allowing a 16-bit encgdn ing the signal on all scalefllowed byand finally

be used regardless of the image depth. However, this digorit 5 5 quadtree coding of the quantized imients.
has only been implemented in a way that supports image dept:?]s

of no more than 12 bits; therefoielI0 1" "PLI0_1" musbnly The H-transform is a two-dimensional generalization of the
onlybe used for integer image types with values between 0 adar transform. The H-transform is calculated for an imafge o
27 size 2 x 2N as follows .

The compressed line lists are stored \asiable length
variable-lengtfarrays of type short integer .(16 b'ts per .“St el'l. Divide the image up into blocks of22 pixels. Call the four
ement), regardless of the mask depth. A line list consistg of ixel values in a bloclgo, a anda
series of simple instructionhich are executed in sequence to P 0: 810, 801, 11
reconstruct a line of the mask. EabBibit 16-bitinstruction con- 2. For each block compute four déieients:
sists of the sign bit (not used),taree bitthree-bitopcode, and ho = (au1 + @10 + Aoz + aoo) /(SCALE * o)

twelve bits of datal.e. : as depicted below. hyx = (@11 + @10 — @01 — @00)/(SCALE * o)
hy = (all —ajo+ agy — aoo)/(SCALE * O’)
Footm oo tommmm o + he = (a11 — @10 — @01 + a00)/(SCALE = o)
|16]15 13|12 1] whereSCALE is an algorithm parameter defined below, and
e oo + o characterizes the RMS noise in the uncompressed image.
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3. Construct a ®* x 2N-1 image from theh, values for each
2x 2 block. Divide that image up intox22 blocks and repeat
the above calculation. Repeat this procgimes, reducing
the image in size by a factor @ftwo at each step, until only
onehg value remains.

This calculation can be easily inverted to recover the nabim-
age from its transform. The transform is exactly reverdiisiag
integer arithmetic. Consequently, the program can be used f
either lossy or lossless compression, with no special a@mbro
needed for the lossless case.

Noise in the original image is still presentin the H-tramgip
however. To compress noisy images, eachfozient can be di-
vided bySCALE = o, whereSCALE ~ 1 is chosen according to
how much loss is acceptable. This reduces the noise in the-tra
form to O5/SCALE, so that large portions of the transform are
zero (or nearly zero) and the transform is highly comprdssib

There is one user-defined parameter associated with the H-
Compress algorithm: a scale factor to the RMS noise in the
image that determines the amount of compression that can be
achieved. It is not necessary to know what scale factor wag us
when compressing the image in ordetntaompresdecompress
it, but it is still useful to record it. The keywords in Tall& 3
shouldbe recorded in the header for this purpose.

Table 39: Keyword parameters for H-compression

Values
Keyword Permitted Default Meaning

ZNAME1 ’SCALE’ —’-7 Scale factor
ZVAL1  0.00.0or larger 0.00.0 Scaling of the RMS noise; 0.0
yields lossless compression

Scale Factor The floating-point scale paramefahose value
is stored in Keyword@VAL1) determines the amount of com-
pression; higher values result in higher compresshan
with greater loss of informatioSCALE =0.0 0. 0 is a special
case that yields lossless compression, i.e. the decongpress
image has exactly the same pixel values as the original im-
age.SCALE > 0.0 leads to lossy compression, Wh&@&LE
determines how much of the noise is discarded.
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Appendix A: Syntax of keyword records

This Appendixappendixis not part of theFITSstandardFITS
Standardbut is included for convenient reference.

= means ‘is defined to be’
XY

means one oKorY XorY
(no ordering relation is implied)
[X] means thaiX X is optional
X... meansxX X is repeated one or more times
‘B’ means the ASCII character B
‘AN-Z' means one of the ASCII characters A
through Z in the ASCII collating
sequence, as shown in Appendik D
\Oxnn means the ASCII character associated

with the hexadecimal code nn
expresses a constraint or a comment
(it immediately follows the syntax rule)

(..}

last.continuationrecord}

initial_kwd_record =
keywordfield valueindicator [space...]
[partiaLstring value] [space...] [comment]
{Constraint: The total number of characters
tial_kwd_recordmustbe exactly equal to 8.

in an ini-

continuationkwd_record =
CONTINUE_keyword [space...]
[partialstring value] [space...] [comment]
{Constraint: The total number of characters in a continua-
tion_kwd_recordmustbe exactly equal to 8.

last.continuationrecord =
CONTINUE_keyword [space...]
[characterstring value] [space...] [comment]
{Constraint: The total number of characters
last.continuationrecordmustbe exactly equal to 8p.

in a

The following statements define the formal syntax used

in FITSFITS free-format keyword recordsas well as for

long-string keywords spanning more than one keyword récord

FITS_keyword =
singlerecordkeyword|
long_string keyword

singlerecordkeyword =
FITS_keywordrecord

FITS_keywordrecord =
FITS. commentarykeywordrecord|
FITS value keywordrecord

FITS_ commentarykeywordrecord =
COMMENT _keyword [asciitextchar...]|
HISTORY_keyword [asciitext char...]|
BLANKFIELD _keyword [asciitext char...]|
keywordfield anychatbut equal

[asciitextchar...]|
keywordfield ‘=" anycharbut space
[asciitextchar...]

{Constraint: The total number of characters in
FITS commentankeywordrecord musmust be exactly
equal to 80.
FITS valuekeywordrecord =
keywordfield valueindicator [space...] [value]
[space...] [comment]
{Constraint: The total number of characters in

FITS valuekeywordrecord musimust be exactly equal to
80}

keywordfield :=

[keyword.char...] [space...]
{Constraint: The total number of characters in the keywfaidi
mustmustbe exactly equal to 8.

keywordchar =
A=Z" |'0='9 ||

COMMENT _keyword =
‘C 'O *M ‘M’ 'E’ ‘N’ ‘T’ space

HISTORY _keyword =
‘H IS “T"*O’ 'R’ 'Y space

BLANKFIELD _keyword =
space space space space space space space space

CONTINUE_keyword =
LCI lol LN’ lTl L|7 IN7 LUY LE’

valueindicator =
a =’ space
space=

]

comment =
'/’ [ascii_text.char...]
a ..
asciitextchar =
space—"’

{Comment: If the value field is not present, the value of the

FITSFITSkeyword is not definedl.

long_string keyword =
initial_kwd_record [continuatiorkwd_record...]
last.continuationrecord
{Comment: the value of a lonstringkeyword is recon-
structed by concatenating the partsitingvalues of the
initial_kwd_record and of any continuatidawd_records in
the order they occur, and the charactaingvalue of the
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anycharbut equal =
space—<’ | ‘>'-"""

anycharbut space=

value =
charactesstring value| logical value|
integervalue| floating value|
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complexintegervalue| complexfloating value exponent=
exponentetter [sign] digit [digit...]
characterstring value =

beginquote [stringtext char...] endquote exponentetter =
{Constraint: The begiguote and endjuote are not part of ‘E' |'D’
the character stringcharacter-stringvalue but only serve as
delimiters. Leading spaces are significant; trailing spaae complexintegetvalue =
not.} ‘(" [space...] realintegerpart [space...] *, [space...]

imaginaryintegerpart [space...] *)’
partialstring.value =

beginquote [stringtext.char...] ampersand ergliote realintegerpart =
{Constraint: The begiguote, endjuote, and ampersand are not integervalue
part of the character-string value but only serve respeltias
delimiters or continuation indicatay. imaginaryintegetpart =
integervalue
beginquote =
guote complexfloatingvalue =
‘(" [space...] realfloating part [space...] *, [space...]
endquote = imaginaryfloating part [space...] )’
quote
{Constraint: The ending quoteust nomust notbe immediately realfloating part =
followed by a second quote. floating value
quote = imaginaryfloating part =
\0x27 floating.value
ampersand=
‘&

Appendix B: Suggested time scale time-scale
string text.char = specification

asciitextchar The content of thisAppendixappendixhas been superseded

{Constraint: A strmgext_char is identical to an asciext char by SectioiSect@ of the formal Standard, which derives from
except for the quote char; a quote char is represented by t&g

successive quote chays. Rots etal.[(2015).

logicalvalue =
T E

integervalue =
[sign] digit [digit...]
{Comment: Such an integer value is interpreted as a signed
decimal number. llnaymaycontain leading zeraos.

sign =

|+
digit :=
‘0’—‘9,

floating value =
decimalnumber [exponent]
decimalnumber =
[sign] [integecrpart] [, [fraction_part]]
{Constraint: At least one of the integpart and fractiorpart
musmustbe present.

integerpart =
digit | [digit...]

fractionpart =
digit | [digit...]

57



58

Appendix C: Summary of keywords

ThisAppendixappendixs not part of the=ITSstandard-ITS Standard but is included for convenient reference.

All of the mandatory and reserved keywords that are defingdastandar&tandargdexcept for the reserved WCS keywords
that are discussed separately in S@&tare listed in Tablds T.L,C.2, andC.3. Aphabetize@lphabeticalist of these keywords
and their definitions is available onlinettp: //heasarc.gsfc.nasa.gov/docs/fcg/standard_dict.html.

Table C.1:
MandatoryFITSFITSkeywords for the structures described in this document.
Primary Conforming Image ASClI-table Binary-table Comgsed
HDU extension extension extension extension iméges
SIMPLESIMPLE XTENSIONXTENSION XTENSIONXTENSION? XTENSIONXTENSION? XTENSIONXTENSION® ZIMAGE =T
BITPIXBITPIX BITPIXBITPIX BITPIXBITPIX BITPIX = 8 BITPIX =8 ZBITPIXZBITPIX
NAXISNAXIS NAXISNAXIS NAXISNAXIS NAXIS =2 NAXIS =2 ZNAXISZNAXIS
NAXISNNAXISn* NAXISnNAXISn* NAXISnNAXISn* NAXIS1NAXIS1 NAXIS1NAXIS1 ZNAXISNZNAXISn
END END PCOUNTPCOUNT PCOUNT = 0 NAXIS2NAXIS2 NAXIS2NAXIS2 ZCMPTYPEZCMPTYPE
GCOUNTGCOUNT GCOUNT =1 PCOUNT = 0 PCOUNTPCOUNT
ENDEND ENDEND GCOUNT =1 GCOUNT =1
TFIELDSTFIELDS TFIELDSTFIELDS
TFORMITFORMN® TFORMITFORMN®
TBCOLNTBCOLN® ENDEND
ENDEND
(OXTENSION=_'IMAGE_..' XTENSION=_'IMAGE_..' for the image extension.?XTENSION=_'TABLE...' for the ASCIl table

XTENSION=_'TABLE...' for the ASCII-table extension. ®XTENSTON=_'BINTABLE' for the binary tableXTENSION=_'BINTABLE' for
the binary-tableextension®Runs from 1 through the value 6IAXISNAXTS. ®Runs from 1 through the value &FIELDSTFIELDS. ®required
Requiredin addition to the mandatory keywords for binary tables.

Table C.2:
Reserved-ITSFITSkeywords for the structures described in this document.
Allt Array? ASClIl-table Binary-table Compressed
HDUs HDUs extension extension images

DATE DATE EXTNAMEEXTNAME BSCALEBSCALE TSCALNTSCALN TSCALNTSCALN ZTILENZTILEN F
DATE-OBSDATE-0BS EXTVEREXTVER BZEROBZERO TZEROITZERON TZEROITZERON ZNAMEI| ZNAMEi Fi
ORIGINORIGIN EXTLEVELEXTLEVEL BUNITBUNIT TNULLNTNULLN TNULLNTNULLN ZVALI ZVALI Fi
AUTHORAUTHOR EQUINOXEQUINOX BLANK BLANK TTYPEMTTYPEN TTYPEMTTYPEN ZMASKCMPZMASKCMP
REFEREN®EFERENC ~ EPOCH:POCH® DATAMAX DATAMAX  TUNITNTUNITN TUNITNTUNITN ZQUANTIZZQUANTIZ
COMMENTCOMMENT BLOCKEDBLOCKED? DATAMIN DATAMIN TDISPITDISPN TDISPrIDISPN ZDITHEROZDITHERO®
HISTORYHISTORY EXTENDEXTEND* TDMAXNTDMAXn  TDIMnTDIMN ZSIMPLEZSIMPLE Z0
s TELESCOMELESCOP TDMINNTDMINN THEAPTHEAP ZEXTENDZEXTEND
OBJECTOBJECT INSTRUMEINSTRUME TLMAXNTLMAXn TDMAXnTDMAXn ZBLOCKEDZBLOCKED
OBSERVEFROBSERVER TLMINNTLMINN TDMINNTDMINN ZTENSIONZTENSION
CONTINUECONTINUE TLMAXnTLMAXn ZPCOUNTZPCOUNT
INHERITINHERIT ® TLMINNTLMINN ZGCOUNTZGCOUNT
CHECKSUMCHECKSUM ZHECKSUMZHECKSUM  ZI
DATASUMDATASUM ZDATASUMZDATASUM  ZI

MThese keywords are further categorized in Table &Brimary HDU,imageIMAGE extension, user-defined HDUs with same array structure.
©®Deprecated®Only permitted in the primary HDU®Only permitted in extension HDUs, immediately followingettnandatory keywords.
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Table C.3:
General reservel| TSFITSkeywords described in this document.

Production Bibliographic Commentary Observation
DATE DATE AUTHORAUTHOR COMMENTCOMMENT DATE-OBSATE-0BS
ORIGINORIGIN REFEREN@EFERENC HISTORYHISTORY TELESCOMELESCOP
BLOCKEDBLOCKED? P INSTRUMEINSTRUME

OBSERVEFOBSERVER
OBJECTOBJECT
EQUINOXEQUINOX
EPOCHEPOCH!

MDeprecated.
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Table D.1: ASCII character set.

ASCII control ASCII text
dec hex char| dec hex char dec hex char dec hex char
0 00 NUL| 32 20 SP |64 40 @ 9% 60
1 01 SOH| 3 21 ! 65 41 A 97 61 a
2 02 STX |34 22 " 66 42 B 98 62 b
3 03 ETX |3 23 # 67 43 C 9 63 ¢
4 04 EOT | 36 24 68 44 D 100 64 d
5 05 ENQ 37 25 % 69 45 E 101 65 e
6 06 ACK | 38 26 & 70 46 F 102 66 f
7 07 BEL || 39 27 ' 71 47 G 103 67 g
8 08 BS 40 28 ( 72. 48 H 104 68 h
9 09 HT 41 29 ) 73 49 | 105 69 i
10 OA LF 42 2A % 74 4A ] 106 6A ]
11 0B VT 43 2B+ 75 4B K 107 6B k
12 0C FF 44  2C 7% 4C L 108 6C |
13 0D CR 45 2D - 77 4D M 109 6D m
14 OE SO 46 2E . 78 4E N 110 6E n
15 OF s 47  2F / 799 4F O 111 6F o
16 10 DLE| 48 30 O 80 50 P 112 70 p
17 11 DC1| 49 31 1 81 51 Q 113 71 ¢
18 12 DC2| 50 32 2 82 52 R 114 72 v
19 18 DC3| 51 33 3 83 53 S 115 73 s
20 14 DC4 | 52 34 4 84 54 T 116 74
21 15 NAK (|53 3 5 8 55 U 117 75 u
22 16 SYN| 54 36 6 86 56 V 118 76 v
23 17 ETB || 5 37 7 87 57 W 119 77w
24 18 CAN| 5 38 8 88 58 X 120 78 «x
25 19 EM 57 39 9 89 59 Y 121 79y
26 1A SUB || 58 3A : 90 5A Z 122 7A  z
27 1B ESC | 59 3B ; 91 5B [ 123 7B {
28 1C FS 60 3C < 92 5C \ 124 7C |
29 1D GS 61 3D = 93 5D ] 125 7D }
30 1E RS 62 3E > 94 5E ° 126 7E -~
31 1F US 63 3F 7 95 5F _ 127 7F DEL

1 Not ASCII Text

Appendix D: ASCII text

This appendix is not part of thielTSstandard=ITS Standard the material in it is based on the ANSI standard for ASCII &N
1977) and is included here for informational purposes.)

In Table[D.1, the first column is the decimal and the seconaronlthe hexadecimal value for the character in the thirdroalu
The characters hexadecimal 20 to 7E (decimal 32 to 126) itatesthe subset referred to in this document as the restriset of

ASCII text ASCII-textcharacters.

Appendix E: IEEE floating-point formats

The material in this\ppendixappendixs not part of thisstandar&tandardit is adapted from the IEEE-754 floating-point standard
(IEEE [1985) and provided for informational purposes. Itds imtended to be a comprehensive description of the IEEB&ts;

readers should refer to the IEEE standard.)

FITSFITSrecognizes all IEEE basic formats, including the speciales

E.1. Basic formats

Numbers in the single and double formats are composed obtlweving three fields:

1. 1-bita one-bitsigns,

2. Biased exponerg = E + biasa biased exponeswet= E + bias and

3. Fractiona fractionf = ebib---by_s.
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Table E.1: Summary of format parameters.

Format
Parameter Single Double
Single extended Double extended

p 24 >32 53 > 64
Emax +127 >+1023 +1023 > +16383
Emin -126 <-1022 -1022 <-16382
Exponenthiasias +127 unspecified +1023 unspecified
Exponent width in bits 8 >11 11 >15
Format width in bits 32 > 43 64 >79

Fig. E.1: Single Formainskmsb meansmost significant binost-significant bjtisblsb meandeast significant bieast-significant
bit

1 8 23 ....widths

msb Isb  msb Isb ....order

Fig. E.2: Double Formamshusb meansmost significant binost-significant bjtlsbl sb meandeast significant bieast-significant
bit

1 11 52 ....widths

msb Isb  msb Isb ....order

The range of the unbiased exponé&nshalshall include every integer between two valugg;, andEnay inclusive, and also two
other reserved valuds,,, — 1 to encodet0 and denormalized numbers, aBgax+1 to encodetco and NaNs. The foregoing
parameters are given in Talple E.1. Each nonzero numerika tas just one encoding. The fields are interpreted asifsllo

E.1.1. Single

A 32-bit single formatsingle-formatnumberX is divided as shown in Fig. B.1. The valuef X is inferred from its constituent
fieldghus.

1. If e= 255 andf # 0, thenvis NaN regardless dof

2. If e= 255 andf = 0, thenv = (—1)%co.

3. If 0 < e < 255, therv = (-1)52°1%7(1 o f).

4. If e= 0 andf # 0, thenv = (-1)32¢"1250 e f) (denormalized numbers)
5. Ife= 0andf = 0, thenv = (=1)°0 (zero)

E.1.2. Double

A 64-bit double formadouble-formanumberX is divided as shown in Fig, H.2. The valu®f X is inferred from its constituent
fieldghus.

If e= 2047 andf # 0O, thenvis NaN regardless dof.

If e= 2047 andf = 0, thenv = (—1)%co.

If 0 < e < 2047, therv = (-1)52%192%1 e f).

If e= 0 andf # 0, thenv = (-1)52°19240 e f) (denormalized numbers)
If e= 0 andf =0, thenv = (-1)°0 (zero)

agrwdE

E.2. Byte patterns

Table[E.2 shows the types of IEEE floating-point value, wlethgular or special, corresponding todluble and single precision
double- and single-precisidrexadecimal byte patterns.
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1 Certain valuesmaymay be designated aguiet NaN (no diagnostic when used) signaling (produces diagnostic when used) by particular

implementations.
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Table E.2: IEEE floating-point formats.

IEEE value

Double precision

Single precision

+0
denormalized

positive underflow
positive numbers

positive overflow
+00

NaN!

-0
negative
denormalized

negative underflow
negative numbers

negative overflow
—00

NaN!

00000000000000@BOOOOOO00000000
00000000000000@DOOEOOOOOO0000 1
to
OOOFFFFFFFFFFFR®OFFFFFFFFFFFFF
00100000000000@®10000000000000
00100000000000@D 1600000000000 1
to
7FEFFFFFFFFFFFFEFEFFFFFFFFFFFFE
7TFEFFFFFFFFFFFRFEFFEFFFFFFFFFF
7FF000000000000FFOO00000000000
7FFO0000000000FFFO000000000001
to
7FFFFFFFFFFFFFFAFFFFFFFFFFFFFFF
80000000000000@BOOOO0O00000000
80000000000000@DOOOOOOOO0000 1
to
800FFFFFFFFFFFFEOQFFFFFFFFFFFFF
80100000000000@®10000000000000
80100000000000@D 1600000000000 1
to
FFEFFFFFFFFFFFREFEFFFFFFFFFFFFE
FFEFFFFFFFFFFFRFEFFFFFFFFFFFFF
FFFO0000000000FFO000000000000
FFFO0000000000FFFO000000000001
to

FFFFFFFFFFFFEFRFFFFFEFEFFFFFFFFFFFFFFF

0000000006000000
000000000000001
to
007FFFF®O7FFFFF
008000000800000
008000000800001
to
TF7FFFFEF7FFFFE
TF7FFFFRF7FFFFF
7F80000UF300000
7F80000ZF800001
to
7FFFFFFRFFFFFFF
8000000806000000
800000030000001
to
807FFFFBO7FFFFF
808000080800000
808000030800001
to
FF7FFFFEF7FFFFE
FF7FFFFFF7FFFFF
FF80000GF800000
FF80000FF800001
to
FFFFFFFF




63

Appendix F: Reserved extension type names use of this extension type is to record telemetry header-pack
ets for data from the Hinode mission. Theore general
FOREIGNmore-generafOREIGN extension type could also
be used to store this type of data.

This Appendixappendixis not part of theFITSstandardFITS
Standard but is included for informational purpose# de-
scribes the extension type names registered as of the date th
standardStandardwvas issued.) A current list is available from
the FITSSupport Gfice web sitd-ITS Support Gfice websiteat  F3. Other suggested extension names

http://fits.gsfc.nasa.gov. . . .
p:// 9 9 There have been occasional suggestions for other extension

names that might be used for other specific purposes. These
FE1. Standard extensions include a COMPRESS$O0MPRESS extension for storing com-

These three extension types have been approved by @iqgssed|mages,l%lTSFITSextenS|onforhlerarch|callyembed-

. : ; - tireFITSFITS files within otherFITSFITS files, and a
IAUFWG and are defined in Secf of this standardStandard g en - . v
documentas well as in the indicatastronomy and Astrophysics':lLEMARKFILEMARK extension for representing the equivalent

: : of an end-of-file mark ormagnetic tapamagnetic-tapenedia.
journal articles. None of these extension types have been implemented ormused i
— '"IMAGE._..' — This extension type provides a means of stopractice, therefore these names are not reserved. Thesesixt
ing a multi-dimensional array similar to that of tReETSFITS names (or any other extension name not specifically merdione
primary header and data unit. Approved as a standard ext#hthe previous sections of this appendixjould noshould not
sion in 1994|(Ponz et al. 1994). be used in anyITSFITSfile without first registering the name
— 'TABLE....' — ThisASCII tableASCII-tableextension type Wwith the IAU FITS FITSWorking Group.
contains rows and columns of data entries expressed as
ASCII characters. Approved as a standard extension in 1988 ;
(Harten et al 1988). Appendix G: MIME types
— '"BINTABLE' — Thishinary tablebinary-tableextension type
provides anore flexiblemore-flexibleand eficientmeans of  gian jardbut is included for informational purposes
storing data structures than is provided by T3 LETABLE RFC 4047 [(Allen & Wells [ 2005) describes the reg-
extension type. The table rows can contain a mixture Psf

numerical, logicagland character data entries. In addition tration of the Multipurpose Internet Mail - Extensions
each entry is allowed to be single dimensioneaingle- (MIME) ~sub-types  applicatiorfitsapplication/fits

dimensionedrray. Numeric data are kept in binary formatsand Imagefitsimage/fits’ to be used by the international

L tronomical community for the interchange BfTSFITS
?Sg:rst))ved as a standard extension inf1984(Cottonlet %ft-:s The MIME type serves as a electronic tag or label that is

transmitted along with thEITSFITSfile that tells the receiving
application what type of file is being transmitted. The remdar
E2. Conforming extensions of this appendix has been extracted verbatim from the RFC

. . . 4047 document.
These conventions meet the requirements for a conforming ex The

tension as defined in in SecB.4.1 of thisstandar$tandard 115 sta
however they have not been formally approved or endorsed ‘%plicatiomfitsapplication/fits’. Nevertheless, the
the IAUFWG. principal intent for a great manglITSFITS files is to convey

— '"IUEIMAGE' — This name was given to the prototype of Single data array in the primary HDU, and such arrays are
the IMAGE IMAGE extension type and was primarily used/€ry ofter_1 2-d|me_nS|pnaItwo-.dlm_en5|onal|mage§. Seve_ral
in the IUE project data archive from approximately 19980mmon image viewing applications already display single-
to 1994. Except for the name, the format is identical to tHdDU FITSFITSfiles, and the prototypes fafrtual observatory
IMAGE IMAGE extension. virtual-observatoryprojects specify that data provided by
— '"A3DTABLE' — This name was given to the prototypeVeb services be conveyed by the data array in the primary
of the BINTABLE BINTABLE extension type and was pri- HDU. These uses j_ustlfy the registration of a second media
marily used in the AIPS data processing system devéypPe, namely imagefitsimage/fits’, for files which thatuse
oped at NRAO from about 1987 until it was replaced b}?e subset of thetandardStandarddescribed by _the on_gmal
BINTABLE BINTABLE in the early 1990s. The format is de-FITSstandardFITS Standargpaper. The MIME typeimagefits’
fined in the ‘Going AIPS’ manuall_(Cotton etlall__1990)Mmayimage/fits’ maybe used to describ@éITSFITS primary
Chapter 14. It is very similar to thBINTABLEBINTABLE HDUs that have other than two dimensions, however it is
type except that it does not Support the Variab|e_|eﬂgﬁy. e)_(pected that m.OSt f||.eS described HﬂageﬂtsimaQE/.fitS,
arrayconvention. will have two-dimensional NAXIS NAXIS =2 2) primary
— 'FOREIGN.' — This extension type is used to puta SFITS HDUs.
wrapper about an arbitrary file, allowing a file or tree of files
to be wrapped up i ITSFITS and later restored to disk. A
full description of this extension type is given in the Reéxyis
of FITSFITS conventions on théITSSupport Qfice web A FITSFITSfile described with the media typepplicatiorffits’
siteFITS Support Ghice website shouldipplication/fits’ should conform to the published
— 'DUMP_._..." — This extension type can be used to store standards foFITSFITS files as determined by convention and
stream ofbinary databinary-datavalues. The only known agreement within the internation&l TSFITS community. No

This Appendixappendixis not part of theFITSstandardITS

general nature of the full FITSstandard
ndard requires the use of the media type

G.1. MIME type ‘application/fitsapplication/fits’
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other constraints are placed on the content of a file degtrib8.2. MIME type ‘image/fitsimage/fits’

as ‘applicatiorffitsapplication/fits’. i . . . . )
AppllilTISFrT'll'Sapfr')l 1c3 lon.é Z s ih th dia t A FITSFITS file described with the media typeniagefits’

) licationfits’ e elsg;rl & V\g , e mﬁ 1a ypeshouloimage/fits’ should have a primary HDU with

applicatiorifits may application/fits’ may have an n,qyive integer values for theVAXISand NAXISNNAXTS

its mandatory primary header and data unit. The extens\:\énd NAXISn keywords, and henceshouldshould contain

gf‘ least one pixel. Files with4 four or more non-
HDUs may may be one of the standard typesMAGE, d |
egenerate axesNAXISnNAXISh > 1) shoulashould be
TABLE, and BINTABLE IMAGE, TABLE, and BINTABLE) or . S . . s
any other type that satisfies the ‘RequirementsGonforming described as dpplicatiorifitsapplication/fits’, not as

. : : . ‘imagefitsimage/fits’. (In rare cases it may be appropriate
Extensioneonforming extensiongSect. B.4.1). The primary y, jeseripe a NULL image — a dataless containeFGISFITS
HDU or any IMAGEextension mayIMAGE extension may

. . ; . keywords, withNAXIS NAXIS =0or NAXISn © or NAXISn=06
contain zero to 999 dimensions witlero or morezero-or-more or an image with4+ four or more non-degenerate axes
pixels along each dimension.

as imag¢fitsimage/£fits’ but this usage is discouraged be-

The primary HDUmay use the random groumsay Use cause such files may confuse simphege vieweimage-viewer
the random-groupsonvention, in which the dimension of thegppjications.)

first axis is zero and the keywordSROUPS, PCOUNand
GCOUNTGROUPS. PCOUNT and GCOUNT appear in the header. £ TsrITS files declared asimagefits mayimage/fits’
NAXIS1 NAXTS1 =0and GROUPS 0 andGROUPS =T T is the  may also have one or more conforming extension HDUs fol-

signature of random groups; see Sét. lowing their primary HDUs. These extension HDUsaymay
contain standard, non-linearprld coordinatevorld-coordinate
system (WCS) information in the form of tables or images. The
extension HDUsnaymayalso contain other, non-standard meta-

An application intended to handle applicatiorffits ~data pertaining to the image in the primary HDU in the forms of

shoulchpplication/fits’ should be able to provide a keywords and tables.

user with a manifest of all of the HDUs that are present in the A FITSFITSfile described with the media typéraggfits’

file and with all of the keywortvalue pairs from each of the shouldmage/fits’ shouldbe principally intended to commu-

HDUs. nicate the single data array in the primary HDU. This means
An application intended to handle applicatiorffits’ that ‘imagefits’ should noimage/fits’ should notbe applied

shoulthpplication/fits’ should be prepared to encountert® FITSFITSfiles containing multi-exposure-frame mosaic im-

extension HDUSs that contain either ASCII or binary tables] a 89€S- Alsoyandom _grogps_filemus_tanQom-groups filesnust
to provide a user with access to their elements. be described aspplicatiorffitsapplication/fits’and not as

o . . . ‘imagéefitsimage/fits’.
An application which can modify FITSthat can modify ' : . .
FITS files or retrieveFITSFITS files from an external service, A FITSFITS file described with the media type

" . imagefitsimage/fits’ is also valid as a file of media
sr;:]géjiﬂouldbe capable of writing such files to a local storangpe ‘applicationfitsapplication/fits. The choice of

. : . . clfflssification depends on the context and intended usage.
Complete interpretation of the meaning and intended use o

the data in each of the HDUs typically requires the use ofiseur
tics that attempt to ascertain which local conventions weed G.2.1. Recommendations for application writers
by the author of th&ITSFITSfile.

As examples, files with media type
‘applicatiorffitsapplication/fits’ might contain any of
the following contents.

G.1.1. Recommendations for application writers

An application that is intended to handlemagefits’
shouldmage/fits’ shouldbe able to provide a user with a
manifest of all of the HDUs that are present in the file and with
all of the keyworgvalue pairs from each of the HDUs. An ap-
plication writermaymaychoose to ignore HDUs beyond the pri-
— An empty primary HDU (containing zero data elements) folmary HDU, but even in this case the applicatisimoulghould
lowed by a table HDU that contains a catalog of celestige able to present the user with the keywuwatlie pairs from the

objects. primary HDU.

— An empty primary HDU followed by dable TABLE HDU Note that an application intended to render
that encodes a series of time-tagged photon events from' @faggfitsimage/fits’ for viewing by a user has signif-
exposure using an X-ray detector. icantly more responsibility than an application intended t

— An empty primary HDU followed by a series ofhandle, e.g.imagetiff’or ‘image/gif’. FITS’ image/tiff’ or
IMAGEIMAGE HDUs containing data from an exposure image/gif’. FITS data arrays contain elementgich that
taken by a mosaic of CCD detectors. typically represent the values of a physical quantity atsco

— An empty primary HDU followed by a series GfbleTABLE  ordinate location. Consequently they need not contain amf p
HDUs that contain a snapshot of the state of a relation@ndering information in the form of transfer functionsdan
database. there is no mechanism for color look-up tables. An applarati

— A primary HDU containing a single image along with keyshouldshouldprovide this functionality, either statically using a
word/value pairs of metadata. more or less sophisticatedore- or less-sophisticatedgorithm,

— A primary HDU with NAXIS1 NAXIS1 =0andGROUPS®  or interactively allowing a user various degrees of choice.
andGROUPS =Tfollowed by random groupsT followed by Furthermore, the elements infdTSdata array mayFITS
random-groupsata records of complex fringe visibilities. data arraymay be integers or floating-point numbers. The dy-
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namic range of thelata arraydata-arraywalues may exceed thatused at such sites commonly indicate content of the file &akte
of the display medium and the eye, and their distribution mapf the data format.

be highly nonuniforrmon-uniform Logarithmic, square-root, In the absence of other information it is reasonably safe to
and quadratic transfer functions along witlstogram equaliza- presume that a file name ending ifits. fits’ is intended to be
tion histogram-equalizatiotechniques have proved helpful fora FITSFITS file. Nevertheless, there are other commonly used
renderingFITSFITS data arrays. Some elements of the arragxtensions;e.g...fit . fit’," fts. fts’,and many others not suit-
may have valuesvhich that indicate that their data are unde-able for listing in a media type registration.

fined or invalid; theseshouldshouldbe rendered distinctly. Via

WCS Paper I (Greisen & Calabretta 2002) thendard permits

CTYPEnStandard permit§TYPEn ="COMPLEX’ *COMPLEX’ Appendix H: Past changes or clarifications to the

to assert that a data array contains complex numbers (fidvire formal definition of FITSFITS

sions might admit other elements such as quaternions orgene _ .
tensors). This Appendixappendixis not part of theFITSstandardITS

. . . Standard but is included for informational purposes
Three-dimensional data array$NAXIS NAXIS =3with d purp

NAXIS1, NAXIS2and NAXIS3 3 with NAXIS1, NAXIS2, and

NAXIS3 all greater than 1) are of special interest. Applicationd.1. Differences between the requirements in this standard
intended to handlérmagefits’ mayimage/fits’ maydefault to Standard and the requirements in the original FITSFITS
displaying the firs2D two-dimensionaplane of such an image  papers.

cube, or theynaymaydefault to presenting such an image in & sect BT2: The original FITSEITS definition paper

fashion akin to that used for an animated GIF, or thegymay X
present the data cube as a mosaic of ‘thumbnail’ images. The _(V\{[ehllslft &\1)\} r%jQr?lr)ndlstz)allto(\;vk)wir tcaselo;/fve\rl\—/(r:]a?d(tekt]terrsh ;
time-lapse movie-looping display technique can Hedive in In the keyword name, but does not specily what other char-

. . : ; acters may or may not appear in the name.
many instances, and application writestsoulgshouldconsider . .
offering it for all three-dimensional arrays. 2. Sect.[4.1.2: The slash between the value and comment is

) ] i ) ‘recommended’ in the original paper (Wells et al. 11981)
An ‘imaggfitsimage/fits’ primary HDU with NAXIS whereas thestandardStandardrequires that it be present,

NAXIS =1 1 is describing a one-dimensional entity such as which is consistent with the prescription of Fortran list-

a spectrum or a time series. Applications intended to handle girected input.

‘imagefits’ mayimage/£its’ maydefault to displaying suchan 3. sect. @2: The original paper (Wells etlal_1981) specu-

image as a graphical plot rather than as a two-dimensional pi  |ated that=ITSFITSwould eventually support the full range

ture with a single row. of flexibility that is allowed by Fortran list-directed inpu
An application that cannot handle an image with dimension- including dimensioned parameters. ThndardStandard
ality other than twashouldgshouldgracefully indicate its limita- restricts the value field to a single value, not an array.

tions to its users when it encount&ta XS NAXIS =1or NAXIS 4. Sect.[4. 2.8 and Sectd.Z.6: The original paper (Wells etal.

1 or NAXIS =3 3 cases, while still providing access to the key- 11981) defined a fixed format for complex keyword values,
word/value pairs. with the real part right justified ifbyteBytes 11 through

30 and the imaginary part right justified nyteBytes 31
through 50. There are no knoviaT SFITSfiles that use this
fixed format.

The standardStandarddoes not define a fixed format for
complex keyword values. Instead, complex values are repre-

FITSFITS files with degenerate axes (i.e., one or
more NAXISn NAXISn =1) may 1) may be described as
‘imagéfitsimage/fits’, but the first axesshoulgshould be
?hoen-ﬂ%%eer;?r%ti(rené:’éi.én'g.e A(\jr? gglg%ﬁfmaﬁzes?é(:gg utlg t;(eender _sentedin confor_mance with thelrules_for Fortran list-dizdc
only two-dimensional images will be capable of displaying input, namely, with the real and imaginary parts separaged b

such anNAXIS NAXIS =3or NAXIS 3 or NAXIS =4FITS 4 a comma and enclosed in parentheses.

FITS array that has one or two of the axes consisting of 8- S€Ct: 4.4.1.1 and Sect. 4.4.1.2: The paper that defines gen
single pixel, and an application writehoulcshould consider eralized extensions (Grosbgl et al. 1988) does not prohibit

. ; e — : the appearance of theIMPLESIMPLE keyword in exten-
coding this capability into the application. Writers of new ~. : ;
applications that generatel TSFITS files intended to be de- sions nor theXTENSIONKTENSION keyword in the primary

scribed as imagefits shouldmage/fits' should consider ~ €ader.

using theWCSAXESICSAXES keyword (Greisen et all_2006)

to declare the dimensionality of such degenerate axes, Q. List of modification to the FITSstandardFITS Standard,
that NAXISNAXIS can be used to convey the number of version 3Version 3.0

non-degenerate axes. ) )
After the IAUFWG dficially approvedversion 3 of the

FITSstandard/ersion 3.0 of thé=ITS Standardn 2008, the fol-
G.3. File extensions lowing additional corrections, clarifications, or formabdifica-

tions have been made to the document.
TheFITSstandard-ITSStandarariginated in the era when files
were stored and exchanged via magnetic tape; it does not ple-Two typographical errors in Tal[el21 (previously Tablk)8.
scribe any nomenclature for files on disk. Various sites with  were corrected. The last two lines of the third column
the FITSFITScommunity have long-established practices where should read LONPOLEa LONPOLEa (= PVi_3aPVi_3a)’
files are presumed to HETSFITS by context. File extensions  and LATPOLEaLATPOLEa (= PVi_4a)PVi_4a)"), instead
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of PVi_laand PVi_2aPVi_la and PVi_2a, respectively.
(October 2008)

. Thelatex IATEX text source document was reformatted to

conformto the Astronomy & Astrophysics journal page style
(June 2010). The visible changes include the following

— The tables, figures, equations, and footnotes are num-
bered sequentially throughout the entire the document,
instead of sequentially within each chapter.

— The citations use the standard ‘Author (year)’ format in-
stead of being referenced by a sequential number. Also,
the ‘Bibliography’ section at the end of the document has
been replaced by a ‘References’ section in which the ci-
tations are listed alphabetically by author.

. The following minor corrections or clarifications weredea

during the refereeing process after submittirgsion 3 of
theFITSstandard/ersion 3.0 of thé=ITS Standardor publi-
cation in the Astronomy & Astrophysics journal (July 2010)

— A sentence was added to the end of SECB: ‘Thisweb
sitewebsitealso contains the contact information for the
Chairman of the IAUFWG, to whom any questions or
comments regarding thisandard@tandaraghould be ad-
dressed.

A ‘Section’ column was added to Taljlk 1 to reference the
relevant section of the document.

The wording of the second sentence in S&H.1 was
revised from ‘Except where specifically stated otherwise
in this standard, keywords may appear in any order.’ to
‘Keywords may appear in any order except where specif-
ically stated otherwise in thislandar&tandard

A sentence was added to the end of the ‘Keyword name’
subsection in Sec.1.2: ‘Note that keyword names that
begin with (or consist solely of) any combination of hy-
phens, underscores, and digits are legal.’

A footnote to the description of the(REFERENC 3.
REFERENC keyword in Sectl4.4.2 was added: ‘This bib-
liographic convention (Schmitz 1995) was initially de-
veloped for use within NED (NASAPAC Extragalactic
Database) and SIMBAD (operated at CDS, Strasbourg,
France).

In Sect. [7.3.3, the phraseTFORMn TFORMn format
code’ was corrected to read DISPn TDISPn format
code’ (in four places).

The wording in the ‘Expressed as’ column in Tablé
for the'LOG’, ‘GRI', ‘GRA’, and ‘TAB’ LOG, GRI, GRA,
andTAB spectral algorithm codes was clarified.

In TabldCd the EXTNAME, EXTVER, and
EXTLEVEL theEXTNAME, EXTVER, andEXTLEVEL
keywords were moved under the ‘All HDUs’ column
because they are now allowed in the primary arrap.
header.

The last paragraph of Seet.1.2.3 was corrected to state
that theASCII text ASCII-text characters have hexadec-
imal values 20 through 7E, not 41 through 7E.

26
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Standard

The representation of time coordinates has been in-
corporated by reference from Rots etal. (2015) and is
summarized in Sec{]9. Cross-references have been in-

serted in pre-existing sections of the Standard (namely
in SecBects [4.2.7,[48[4.4]2.1.4.4.2.2 aphd 5.4, as well
as in various places of Sedi] 8ke and such as
Sect.[8B and SedB.4.1). New keywords are listed in a
rearranged Table_22. Contextually an erratum was applied
in Sect.[8.41: keywordSBSGEO-[XYZ] were incorrectly
marked asOBSGEO-[XYZ]a; the TAI-UTC difference in
Table[30 was updated with respect to Rots et al. (2015) tak-
ing into account the latest leap second; the possibilitynef i
troducing more sources for thmlar systenSolar System
ephemerides was re-worded (at the end of Beci]9.2.5 and in
Table31).

2. The continued string keywords described in SEci. %.2.1.2

were originally introduced as lal TSconvention sincdITS
convention durind.994, and registered in 2007. The text of
the original convention is reportedlattp: //fits.gsfc.
nasa.gov/registry/continue_keyword.html. The
differences with thistandard concern Standard concern
the following.

= In the convention, th ONGSTRNLONGSTRN keyword
was used to signal the possible presence of long strings in
the HDU. The use of this keyword is no longequired
or recommendeaequiredor recommended

— Usage of the convention wasnot recom-
mendeaot recommendedor reserved or mandatory
keywords. Now it ixplicitly forbidderunless keywords
are explicitly declared long-string.

— To avoid ambiguities in the application of the previous
clause, the declaration of string keywords dactions
Sects[8,[3 andID has been reset from the generic ‘char-
acter’ to ‘string’.

— Itis also explicitly clarified there is no limit to the num-
ber of continuation records.

— The description of continued comment field is new.

The blank header space convention described in[Sed.4.4.
was usedsincefrom 1996, and registered in 2014. The text
of the original convention is reported attp://fits.
gsfc.nasa.gov/registry/headerspace.html. It in-
cluded arecommendatiorabout using the convention in
a controlled environment, which does not appear in this
standar@tandard

. TheINHERITINHERIT keyword described in Sedf. 4.4.2.6

was originally introduced asF TSFITSconventionin 1995,
and registered in 2007. The text of the original convention
is reported ahttp://fits.gsfc.nasa.gov/registry/
inherit.html. See also references and practical consid-
erations therein. The fierences with the present document
concern anore precise RFC-221®ore-precise RFC 2119
compliant wording in a couple of sentences in Appeindix K.
The checksum keywords described in Séct. 4.4.2.7 were
originally introduced as &I TSconvention sincd=ITS con-
vention during1994, and registered in 2007. The text
of the original convention is reported attp://fits.
gsfc.nasa.gov/registry/checksum.html. The difer-
ences with thistandardStandarctoncern:

— The the omission of some additional implementation
guidelines, and

— Thetheomission of a discussion on alternate algorithms
and relevant additional references.


http://fits.gsfc.nasa.gov/registry/continue_keyword.html
http://fits.gsfc.nasa.gov/registry/continue_keyword.html
http://fits.gsfc.nasa.gov/registry/headerspace.html
http://fits.gsfc.nasa.gov/registry/headerspace.html
http://fits.gsfc.nasa.gov/registry/inherit.html
http://fits.gsfc.nasa.gov/registry/inherit.html
http://fits.gsfc.nasa.gov/registry/checksum.html
http://fits.gsfc.nasa.gov/registry/checksum.html

originally introduced as &ITSconvention sincd=ITS con-
vention during1993, and registered in 2006. The text of
the original convention is reportedlattp://fits.gsfc. 5.
nasa.gov/registry/colminmax.html. The diferences
with this standard conceriBtandard are as follows.

— The exclusion of undefined or IEEE special values when
computing maximum and minimum is nomandatory
while it wasoptional

— The original text included the possibility of using the
fact TDMINNTDMINN were greater tharf DMAXn (or
TLMINngreater thanTLMAXnTDMAXn (or TLMINn -
greater tharTLMAXn) as an indication the values wereg
undefined. This clause has been removed

— The original text contained usage examples and addi-
tional minor explanatory details.

. The Green Bank convention, mentioned in Sect. 8.2 and de-

scribed in AppendiX_l., has been in use since 1989, and
was registered in 2010. The text of the registered conventio
is reported ahttp://fits.gsfc.nasa.gov/registry/
greenbank/greenbank.pdf and contains some additionat0-
details about the history of the convention.

. The conventions for compressed data described in [Séct. 10

were originally introduced as a couple dfITSFITS
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6. The table keywords described in Sécf. 1.2.2[and]7.3.2 wete Apply consistent use of italic and typewriter fonts, ahd

quotation marks around literal keyword values. Correctoth
minor BTEX issues.

Apply systematic capitalization of the names of specifit-e
ties, where appropriate. These include Standard (when refe
ring to theFITS Standard document), Version (where num-
bered), Byte, Column, Parameter, Field, and Axis. Stariesom
words with a lower-case letter that previously began with a
capital letter.

6. Address other typographical issues, such as the insestio

commas in several places, adding a few non-breaking spaces,
and better handling of references to sections, etc.

Several cases of minor rewording.

Express small numbers in letter form (one to nine), notin n
merals (1 to 9), wherever sensible. However, there is the cus
tomary exception for normalization in sentences and head-
ings that also contain numbers greater than nine.
Compound nouns are systematically hyphenated to high-
light the correct grouping (and hence meaning) of the com-
ponents. This includes the attributive references to ASCII
table, binary-table, and random-groups.

Improve the aesthetics of some tables.

conventions registered in 2007 and 2013. The text éppendix |: Random Number

the original conventions is reported atttp://fits.
gsfc.nasa.gov/registry/tilecompression.html for
compressed images and attp://fits.gsfc.nasa.
gov/registry/tiletablecompression.html for com-
pressed binary tables. Thel@irences with thistandard con-
cern:Standard are listed below.

Generator Random-number generator

This Appendixappendixis not part of theFITSstandardITS
Standard but is included for informational purposes

The portableandom numberandom-numbegenerator al-

gorithm below is from Park & Miller|(1988). This algorithm-re

peatedly evaluates the function

— In Sect[I0.313 the original text f&ZALGn mentioned
the possibility that, ‘If the column cannot be compressed
with the requested algorithm (e.g., if it has an inappropri-
ate data type), then a default compression algorithm will
be used instead.’ But there is no default algorithm. Thi§
is irrelevant for the Standard.

— In Sect[ 104 the aliasRICE_ONE’ is notadopted in the
Standard as a synonym foRICE_1".

— In Sect[10.4]3 a sentence was left out about requiring
additional instructions in PLIO to make it work for more/*
then 22 bits, since we aren’t allowing this possibility in
the Standard.

— In Sect[10.414 the reference to a ‘smoothing flag’ was
dropped.

— Also in Sect{ 10.4]4 thscale factoiis now floating point,
while it was originally integer.

— In Table[36 (and Sedi._10.3.5) th§OCOMPRESS’ algo-
rithm is explicitly mentioned.

H.4. List of modifications for language editing

1. Apply systematicallyAIEX macros for keyword names and

values, and for RFC 2119 expressions, according to instruc-
tions reported in theAIeX source preamble (for future edi-
tors of the Standard).

2. The acronyniITSis always indicated in italics.
3. Use italics systematically for RFC 2119 obligations ag r

ommendations.

seed= (a* seed modm

here the values cd andm are shown below, but it is imple-
Mmented in a way to avoid integer overflow problems.

int random_generator(void) {

initialize an array of random numbers *

int ii;

double a = 16807.0;
double m = 2147483647.0;
double temp, seed;

float rand_value[10000];

/* initialize the random numbers */
seed = 1;
for (ii = 0; ii < N_RANDOM; ii++) {
temp = a * seed;
seed = temp -m * ((int) (temp / m) );

/* divide by m for value between ® and 1 */
rand_value[ii] = seed / m;

If implemented correctly, th&0 000" 10 000" value of seed

will equal 1 043 618 065.
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Appendix J: CHECKSUMImplementation the entire HDU to equal negative 0. It is based on a fundamen-
Guidelines CHECKSUM implementation guidelines tal property ofl’ s ones’complement arithmetic that the sum
) ) o of an integer and the negation of that integer (i.e, the lsiwi
This Appendixappendixis not part of theFITSstandardITS = complement formed by replacing all 0 bits with 1s and all & bit

Standard but is included for informational purposes with 0s) will equal negative 0 (all bits set to 1). This priple is
applied here by constructing a 16-character stnvigich, when
J.1. Recommended CHECKSUMKeyword interpreted as a byte stream of four 32-bit integers, hasma su

that is equal to the complement of the sum accumulated oger th
rest of the HDU. This algorithm also ensures that the 16 bytes
The recommendedHECKSUMrecommendedHECKSUM key- that make up the four integers all have values that corresfmon
word algorithm described here generates a 16-charactefl ASESCII alpha-numeric characters in the range 0-9, A-Z, ad a—
string that forces the 32-bit’ s ones’complement checksum . .
accumulated over the entiFéTSFITSHDU to equal negative 0 1. Begin with thel’ s ones’ complement (replace Os with

ImplementationCHECKSUM keyword implementation

(all 32 bits equal to 1). In addition, this string will only et@in 1s and 1s with Os) of the 32-bit checksum accumu-
alphanumeric characters within the ranges 0-9, A-Z, andea—z lated over all theFITS FITS records in the HDU af-
promote human readability and transcription. If the préeatyo- ter first initializing the CHECKSUMCHECKSUM keyword
rithm is used, theCHECKSUNMkeyword valuemusCHECKSUM with a fixed-format string consisting of 16 ASCIl zeros

keyword valuemustbe expressed in fixed format, with the start-  (00000000000000000000000000000000°).

ing single quote character in colunsingle-quote character in 2. Interpret this complemented 32-bit value as a sequence of
Column 11 and the endingingle quote character in column  four unsigned-bit integers, A, B, C and D, where A is the
single-quote character in Colun@8 of theFITSFITS keyword most significant byte and D is the least signifieight-bit

record, because the relative placement of the value strithgnw ~ integersA, B, C, andD, whereAis the most-significant byte
the keyword record feects the computed HDU checksum. The andD is the least-significant bytéenerate a sequence of
Steps in the a|gorithm are as fo”ows fOUr |ntegerSAl, A2, A3, A4A1, A2, A3, A4, that are a.”

equal toA A divided by 4 (truncated to an integer if neces-

1. Write the CHECKSUMCHECKSUM keyword into the HDU ~ sary). IfA Ais not evenly divisible by 4, add the remainder

header with an initial value consisting of 16 ASCII toAlAL The key property to note here is that the sum of the
zeros {00000000000000009000000000000000°) where four new integers is equal to the original byte value (e%g.,

the first single quotesingle-quotecharacter is incolumn =Al + A2 + A3 + AdA = AL + A2 + A3 + Ad). Perform
Column11 of theFITSFITS keyword record. This specific @ similar operation o8, C, and [B, C, andD, resulting in
initialization string isrequiredrequiredby the encoding al- & total of 16 integer valueg, four from each of the original

gorithm described in Sedf.2[1.2. The final comment field ~ bytes, whichshouldshouldbe rearranged in the following

of the keyword, if anymnustmustalso be written at this time. order:

Itis recommende_ajecommendemgit the current date and Al B1 C1 D1 A2 B2 C2 D2 A3 B3 C3 D3 A4 B4 C4 DA4.

time be recorded in the comment field to document when the

checksum was computed. Each of these integers represents one of the 16 characters in
2. Accumulate the 32-bit’ s ones’complementchecksumover  the final CHECKSUMCHECKSUM keyword value. Note that

the FITSFITSlogical records that make up the HDU header  if this byte stream is interpreted a$our 32-bit integers, the
in the same manner as was done for the data records by inter-sym of the integers is equal to the original complemented

preting each 2880-byte logical record as 720 32-bit unsigne checksum value.
integers. 3. Add 48 (hex 30), which is the value of an ASCII zero char-

3. Calculate the checksum for the entire HDU by adding (us- acter, to each of the 16 integers generated in the previous
ing 1" s ones’complement arithmetic) the checksum accu- step. This places the values in the range of ASCII alphanu-
mulated over the header records to the checksum accumu-meric characters '0’ (ASCII zero) to r'. Thisftset is dfec-
lated over the data records (i.e., the previously computed tively subtracted back out of the checksum when the initial
DATASUMDATASUM keyword value). CHECKSUMCHECKSUM keyword value string of 16 ASCII

4. Compute the bit-wise complement of the 32-bit total HDU (s is replaced with the final encoded checksum value.
checksum value by replacing all O bits with 1 and all 1 bitsj, To improve human readability and transcription of thigtr
with O. eliminate any non-alphanumeric characters by considering

5. Encode the complement of the HDU checksum into a 16- the bytes a pair at a time (e.gAl + A2, A3 + A4, B1 +
character ASCII string using the algorithm described intSec  B2A1 + A2, A3 + A4, B1 + B2, etc.) and repeatedly incre-
.2 ment the first byte in the pair by 1 and decrement2he

6. Replace the initiaCHECKSUMCHECKSUM keyword value secondyte by 1 as necessary until they both correspond to
with this 16-character encoded string. The checksum for the the ASCII value of the allowed alphanumeric characters 0-9,
entire HDU will now be equal to negative 0. A-Z, and a—z shown in Figute[J].Note that this operation
conserves the value of the sum of thiour equivalent 32-bit
integers, which is required for use in this checksum applica
tion.

5. Cyclically shift all 16 characters in the string one place

The algorithm described here is used to generate an the right, rotating the last charactdp4D4) to the begin-

ASCII string, which, when substituted for the value of the ning of the string. This rotation compensates for the faat th

CHECKSUMCHECKSUM keyword, will force the checksum for  the fixed format=ITScharacter strind-ITS character-string

J.2. Recommended ASCII Encoding Algorithmencoding
algorithm
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Fig.J.1:Only ASCII alpha-num_eriq characters are used to eforiginally ASCII ??) being shifted lower (to ASCII99).
code the checksum — punctuation is excluded Similarly, bytes B3 and BBytesB3 andB4 are shifted by op-
posing amounts. This is possible because the two sequehces o
ASCII punctuation characters that can occur in encodedkehec

0» 1= 2= 3% 4. 5% 6% 75 8x 9| sums are both preceded and followed by longer sequences of
fw is <« =w >w ?s @« As Be= Cs«| ASCIlalphanumeric characters. This operation is purelgfs-

D« Es Fs G« Hs 1w Ju Ko L« M« meticreasons toimprove readability of the final string.

Ne O« Pox Qa Re Sz Ta Us Vs Wx This is how theseCHECKSUMand DATASUM CHECKSUM

Xeo Ys Za [» \« ]u "« _« ‘= a«| andDATASUM keywords would appear in BITSFITS header

be cs de s fw gs he ie ju k| (withthe recommended time stamp inthe comment field).

[ M Ne 0« pno qn r=

Figure 1. Only ASCII alpha-numerics are used to encode the checksum — punctuation is e: .Iudep.ATAswvI = '2503531142' / 2015-06-28T18:30:45

CHECKSUM= 'hcHjjc9ghcEghc9g' / 2015-06-28T18:30:45

values are not aligned ofrbytefour-byteword boundaries J.4. Incremental Updating updating of the
in the FITSFITSfile. (The first character of the string starts  Checksumchecksum

in columnColumn12 of the header card image, rather than , , . .
columnColumn13). The symmetry ofl’ s ones’complement arithmetic also means

6. Write this string of 16 characters to the value of thi1at after modifying &ITSFITSHDU, the checksunmay may

CHECKSUMCHECKSUM keyword, replacing the initial string be incrementally updated using simple arithmetic withmata
of 16 ASCII zeros. mulating the checksum for portions of the HDU that have not

changed. The new checksum is equal to the old total checksum
To invert the ASCII encoding, cyclically shift the 16 characP!us the checksum accumulated over the modified records, mi-

ters in the encoded string one place to the left, subtrachéixe NUS the original checksum for the modified records.

30 offset from each character, and calculate the checksum by in- AN incremental update provides the mechanism for end-to-
terpreting the string as four 32-bit unsigned integerss tan be end checksum verification through any number of intermediat
used, for instance, to read the value@fECKSUMCHECKSUM ~Processing steps. Byalculatingather tharaccumulatinghe in-

into the software when verifying or updating a HDU. termediate checksums, the original checksum test is peipdg
through to the final data file. On the other hand, if a new check-

. sum is accumulated with each change to the HDU, no informa-
J.3. Encoding Exampleexample tion is preserved about the HDU's original state.
: : : : . : The recipe for updating th€ HECKSUMCHECKSUM key-
This example illustrates the encoding algorithm given ictSe ; .,
VW Consri)der aFITSHDU whose 1(:J sIgITS HD%J whose Wﬁrdefgllovx(/jlgg some char&geﬁg&he l_r:DUkI@ 7% -m +hm,
, : e - whereC andC’ represent the 's checksum (that is, the com-
ones’ complement checksum is 868229149, which is equwﬁ’lement of the"HECK SUMCHECKSUM keyword) before and af-

lent to hex33C020133C0201D. This number was obtained e :
by accumulating the 32-bit checksum over the header aley the madification andh andnY are the corresponding check-

C , . : for the modified=ITSFITS records or keywords only.
data records usind’ s ones’ complement arithmetic after SUMs ‘
first initializing the CHECKSUMCHECKSUM keyword value to Since theCHECKSUMCHECKSUM keyword contains the com-

'00000000000000009800009080008680°. The complement Plement of the checksum, the correspondingly complemented
of the accumulated checksum is 3426738146, which is equiy@™ ©f the recipe is more directly usefuC”="(C +"m+ ),

Where~ (tilde) denotes thé'6ones) complement operation. See
![ﬁ?st rt]%)? \?;Eg?rigigiclﬁglrf gﬁb\rvrr:esiaeepni ;&Zﬁe%é?osvncw Braden et al. [(1988); Mallory & Kullbergl (1990); Rijsinghan
y (1994). Note that the tilde on the right hand side of the dqnat

Byte Preserve byte alignment cannot be distributed over the contents of the parenthases d

A B C D Al BLCIDI A2B2C2D2 A3 B3 C3D3 A4 B4 C4 D4 to the dual nature of zero ifv s ones’complement arithmetic
CC 3F DF E2 -> 33 OF 37 38 33 OF 37 38 33 OF 37 38 33 OF 37 38 (RI‘ISIngham 1994)
+ remainder 0 3 3 2

= hex 33 12 3A 3A 33 OF 37 38 33 OF 37 38 33 OF 37 38 J.5. Example C Code code for Accumulating accumulating
+ 0 offset 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 30 the Checksumchecksum

= hex 63 42 6A 6A 63 3F 67 68 63 3F 67 68 63 3F 67 68 ’ ’ H H

ASCII e B j j ¢ 7?2 gh c?gh ¢2g h Thel’ s ones’complement checksum is simple and fast to com-

pute. This routine assumes that the input records are apteuiti
Eliminate punctuation characters 4 four bytes long (as is the case fBITSFITS logical recordy

itlalvatues € B 1 3 C T g cedh Sl en but it is not dificult to allow for odd length records if neces-
¢Djj ¢c=9gh cAgh c=gh sary. To use this routine, firstinitialize tied ECKSUNMkeyword
S D A D to '000000000000000@nd initialize sum32 = OCHECKSUM
) ©cG3jij ¢c:9gh ¢Dgh ¢+ gh keyword to ’ 0000000000000000° and initialize sum32 = 0,
final values ¢ H j j ¢ 9 g h ¢ E g h c 9 gh then step through all thelTSFITS logical records in thé&ITS

FITSHDU.

final string "hcHjjc9ghcEghc9g" (rotate 1 place to the right)
H s void checksum (

) In_ this examplebyte Bl Byte B1 (Orlgma”y ASClI BB) unsigned char *buf, /* Input array of bytes to be checksummed */

is shifted higher (to ASCIHH) to balancebyte B2 Byte B2 /* (interpret as 4-byte unsigned ints) */
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